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ABSTRACT 

The main issue during phase calibration of spaceborne 
SAR system is to properly identify and separate 
different contributions to the interferometric phase. In 
this paper we suggest to exploit the Multi-Squint (MS) 
interferometric phase in order to remove InSAR fringes 
due to a linear orbital error, under the key assumption 
that the MS phase is very poorly affected by 
contributions from the atmospheric delay. Preliminary 
results obtained by processing TerraSAR-X stripmap 
data appear to confirm the validity of this assumption, 
and suggest that MS processing can be operationally 
employed for the calibration of spaceborne InSAR data-
stacks. 
 
1. INTRODUCTION 

Data acquired by modern spaceborne synthetic aperture 
radar (SAR) systems are usually provided with orbital 
state vectors which provide the sensor position with a 
precision of a few centimeters. Precise orbit information 
for the ERS-1, ERS-2, and ENVISAT are obtained by 
jointly exploiting several measures (gyroscopes, laser 
ranging, altimeters, etc.) and orbit gravitational models 
[1]. More recent spaceborne SAR systems (such as 
COSMO-SkyMed [2] and TerraSAR-X (TSX) [3]) are 
equipped with GPS receivers. In particular the best TSX 
orbit product, the science orbits,  is obtained by 
processing various  auxiliary  data,  like GPS 
ephemerides, attitude information from the satellite's 
star sensors and  physical  model parameters. A daily 
science orbit arc is computed exploiting also 3 hours of 
overlap with the previous and the following day [3]. 
Still, the InSAR phase is very sensitive even to small 
orbital error (a few millimeters) in the parallel baseline 
direction.  
The problem of the baseline error was already widely 
treated in literature concerning airborne SAR systems 
[4][5], where the geometrical error is usually more 
critical. Concerning spaceborne SAR systems, [6] and 
[7] describe InSAR phase artifacts due to orbital errors 
on RADARSAT and ERS respectively. Those methods 
use the InSAR phase to estimate the orbital error, 
although they generally cannot distinguish atmospheric 
phase screen (APS) from the orbital error contribution. 
We note that this limit does not apply if interferometry 
is performed with two acquisition of the scene that share 
the round-trip path and if they are separated by a lapse 
of time in which the atmosphere can be considered 

constant [8]. We propose in this paper to exploit squint 
angle diversity to recover some satellite orbit errors. 
Thanks to the link between azimuth frequency and the 
geometrical squint angle, the MS analysis is comparable 
to an interferometry performed with two acquisition 
separated by a very small lapse of time (less than 0.5 
seconds) and with almost the same path. Clearly, the 
Interferogram obtained by the MS analysis is affected 
by a resolution loss, which is however admissible for 
the objective of this paper (identification of slowly 
variant geometrical errors). 
 
2. THE INSAR PHASE MODEL 

We define in Eq. 1 the geometric contribution to the 
InSAR phase as the difference of distance between 
target and sensor positions.  

 Δφ =
4�

�
[|�� − �| − |�� − �|]  (1) 

Where �� and �� are respectively the vector of master 
and slave position and � the vector which define the 
target position. We assume that just the slave position is 
affected by an error. 
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Where ��
� and �� are respectively the known vector 

position of the slave and the target, both altered by 
errors.  

 

 

Figure 1. Geometry of the problem. 

 
The geometric errors are the following vectors also 
displayed in the Fig. 1:   
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According to the problem geometry just defined we can 
obtain the InSAR phase error contribution: 
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Where ��  is the look angle. Eq. 4 connects InSAR 
phase artifacts to the geometric error for each 
acquisition time of the Interferogram along the orbit. In 
this relationship the DEM errors and the errors due to 
the orbit unknown motion are well identifiable. In this 
paper we focus on the effects of the baseline errors and 
their variation along the along track direction. As first 
step of this research we verified the match between the 
Eq. 4 and the simulated data. The data used in this 
analysis have been simulated by a typical set of 
parameters of TSX stripmap acquisition, and the 
simulated orbital errors are just constant or at most 
linear in the along track direction.  
 

 

 

Figure 2. InSAR phase in along track direction (linear 
orbit error). 

 
Fig. 2 displays the match between the InSAR phase as 
obtained using a numerical simulation and evaluated 
through Eq. 4, in the particular case of a linear variation 
of baseline error in the along track direction (0.5 
cm/Km). In particular Fig. 2.a and Fig. 2.b expose 
respectively the phase artifacts behaviour  in along track 
and ground range direction.  
Eq. 4 defines the  theoretical model of InSAR phase but 
does not take into account the APS contribution, which 
would bias the phase measurements in the case of a real 
data-set  
 

 
3. THE MS PHASE MODEL 

The multi-squint technique exploits the correspondence 
between the azimuth frequency and the squint angle in 
order to observe the same target with a slightly different 
angle. The MS phase is the phase of the complex 
conjugate product performed between the two 
interferograms each obtained combining master and 
slave acquisition with the same looks. Throughout this 
paper, a "look" is defined as each one of the two not 
overlapping sub-bands in azimuth spectrum of the full 
band images, as illustrated in Fig. 3. The algorithm to 
compute the MS phase will be detailed in this section. 
The small difference in terms of the target observation 
position between the two looks entails that: 
- the MS phase is more sensitive to orbital error 

variations along azimuth than the InSAR phase. 
-  the MS phase is less sensitive to the APS and target 

phase contribution. 

 
Figure 3. The geometry of the MS analysis. 

 
The procedure to obtain the MS phase is the same 
already described in [9], but we summarize here the 
main steps of the algorithm: 
1. For both the master and slave image, two sub-looks 

(Look 1 and 2 in Fig. 3) in azimuth frequency are 
generated. 

2. A first couple of interferograms are computed as 
follows: 

a. InterfLook1 = MasterLook1 · (SlaveLook1)* 
b. InterfLook2 = MasterLook2 · (SlaveLook2)* 

Where (...)* is the complex conjugate operator. 
3. In the end we compute the MS phase as complex-

conjugate of the two interferograms generated in 
the previous step.  

Hereinafter the theoretical formulation of MS phase 
(considering just the main contributions) results in  
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Where 2 ⋅ ����� is the frequency separation between the 
two looks (F1 and F2 are equal to 1/3 of the azimuth 
bandwidth), ���� the sensor velocity, δX the mis-
registration and R the slant range. In Eq. 5 we keep just 
two contributions for the geometric error: 
- �� : the residual mis-registration between master 

and slave [9]. 
- −���(��) ⋅ �� + ���(��) ⋅ �� = �� : this 

contribution take into account how the parallel 
component of the vector baseline error change in 
along track direction [5]. The total baseline error  
ΔR is the sum of orbit error for the two sub-looks as 
displayed in Fig. 3 (ΔR = 	ΔR� + ΔR�). 

By analysis of Eq. 5, the following considerations can 
be made: 
- The MS phase is sensitive to a baseline error which 

varies in along track direction. 
- A linear variation (in along track direction) of the 

baseline error leads to a linear MS phase in ground 
range direction and to a constant MS phase in along 
track direction, as it is shown in (Fig. 4.b) and in 
(Fig. 4.a) respectively. 

- A residual mis-registration in azimuth direction (if 
constant in the slave) causes a constant MS phase in 
both direction (Fig. 5). 

 

 

 

Figure 4. MS phase: theoretical and simulated results 
(linear orbit error: 0.5cm/Km). 

 

 

 

Figure 5. MS phase: theoretical and simulated results 
(linear orbit error: 0.5cm/Km + residual mis-

registration: 0.02 pixels). 
 
Similarly to the InSAR model, that has been defined in 
the previous section, the MS phase model here 
presented does not take into account the APS. We will 
show in the next section the less sensitivity of the MS 
phase to the atmospheric phase delay. 
 
4. APS EFFECTS ON THE MS PHASE 

Usually the dominant atmospheric contribution to the 
InSAR phase is due to the liquid water content (LWC). 
Water vapor is mainly contained in the first 2 Km above 
the ground [10], but a high level of LWC (> 2 g/m3) can 
also occur over 10 Km of altitude in case of 
cumulonimbus in the scene [11][12]. Cumulonimbus is 
the kind of cloud with the highest level of LWC and it 
extends vertically more than 8 Km, so that its extension 
is greater than the other kinds of clouds.  In order to 
understand the cumulonimbus geometry we have to 
define the fundamental building block of this kind of 
cloud, which is called cell. The cell is defined as a 
region of the cloud with spatial and temporal coherency 
and it has usually a diameter larger than 1 Km.  

 
Figure 6. The geometry of the MS analysis for a 

spaceborne system. 
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According to the cumulonimbus structure and the 
geometry in Fig. 6 we can say that the distance between 
the two paths, in the troposphere, is much shorter than 
the spatial coherency of clouds. Consequently we can 
expect that the multi-squint phase is less affected by the 
APS than the InSAR phase. 
 

 
Figure 7. MS analysis on TSX data affected by a strong 

APS. 
 
The results of MS analysis performed on an 
interferometric pair acquired by the TSX is illustrated in 
Fig. 7. The flattened interferogram (Fig. 7.a) exhibits 
wrapped phase fringes due to a strong APS (probably 
due to a storm), whereas in the MS interferogram (Fig. 
7.b) the atmospheric contributions are almost 
completely removed, as it was expected by the 
considerations drawn above. 
 
5. CONCLUSIONS 

Even a small orbital error (a few millimeters per 
kilometer) leads to artifacts on the interferogram.  
Such artifacts are hard to separate from those due to the 
atmospheric delay, which also affects the InSAR phase. 
In this paper squint angle diversity was proposed as a 
solution to separate orbital errors from APS. Theoretical 
analyses and preliminary results on TSX data appear to 
support the validity of this concept. Current researches 
are focused on concept validation with other data and on 
the development of an operational procedure to estimate 
orbital errors. 
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