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ABSTRACT
This paper describes an application of ANN for the simultaneous estimation of the columnar content and height of the SO$_2$ plume from volcanic eruptions using hyperspectral remotely sensing data. ANN have been trained using all IASI channels between 1000–1200 and 1300–1410 cm$^{-1}$, as inputs, and the corresponding values of SO$_2$ amount and plume's height obtained using the Oxford retrieval scheme as outputs. As a case study we have chosen the Eyjafjallajökull volcano (Iceland), in particular the eruption took place during the months of April and May 2010, which had an enormous impact on the world economy. ANNs have been validated on some independent data sets belonging to the same eruption and also on IASI images of Grímsvötn eruption, occurred on May 2011. The results have provided values of RMSE between ANN outputs and targets always less than 20 DU for SO$_2$ and 200 mb for height, so demonstrating the good performance in retrieval achieved by the ANN technique.

1. INTRODUCTION
The eruption of the Eyjafjallajökull volcano, which took place in Iceland in April and May 2010, revealed the importance of the effects produced by such a natural event for human safety [1] and showed the importance of having reliable real-time monitoring in place for volcanic ash and sulphur dioxide, especially in the aviation sector [2]. Volcanic ash plumes from the eruption of Eyjafjallajökull in April 2010 resulted in the cancellation of 107,000 flights in Europe (or 48% of total traffic) affecting about 10 million passengers. Satellite remote sensing is an invaluable tool for monitoring volcanic events on a large scale and in a short time because such natural disasters may have effects on the population and the economy of affected areas. Estimating SO$_2$ is a very important task because of the critical role that its plume plays as a proxy for volcanic ash, especially within a few hours after release when the effects of wind shear and of gravitation have not yet divided the ash plume from the SO$_2$. For these reasons, accurate and readily available data are needed to properly monitor the evolution of the phenomena and to manage the risk mitigation phase. Quantitative estimation of SO$_2$ is usually obtained by applying algorithms based on a comparison between top of atmosphere (TOA) radiance and values obtained from simulations run using a radiative transfer model: this requires long computation times and many parameters as input [3] [4]. More recent estimates of columnar content of SO$_2$ in the atmosphere as a result of volcanic eruptions are available using hyperspectral data from various sensors operating in different spectral ranges from UV to IR, e.g. Ozone Monitoring Instrument (OMI) [5], Global Ozone Monitoring Experiment 2 (GOME-2) [6], Atmospheric Infrared Sounder (AIRS) [7], Infrared Atmospheric Sounding Interferometer (IASI) [8] [9] [10]. IASI is the only infrared spectrometer with global coverage every 12 hours (METOP A), and now that METOP B is available there should be no coverage gaps. Its spectral resolution is slightly higher than AIRS, and its spectrum includes both absorption bands of SO2 at 8.7 and 7.3 μm (AIRS only senses the 7.3 μm band). Another IR spectrometer with an even higher spectral resolution is Tropospheric Emission Spectrometer (TES), but it has very limited coverage (narrow swath). Artificial neural networks (ANN), computational modelling tools, have found wide acceptance in many disciplines due to their adaptability to complex real world problems. ANNs have demonstrated their ability to model non-linear physics systems [11] involving complex physical behaviours, and were applied to the analysis of remotely sensed images with promising results. Some examples are: retrieval of soil moisture and agricultural variables from microwave radiometry [12], snow water equivalent and snow water depth from microwave images [13], retrieval of leaf area index (LAI) and other
biophysical variables from the MERIS and MODIS instruments [14] [15], estimation of chlorophyll from MERIS [16].

Recently, ANNs have been applied to MODIS multispectral measurements to retrieve volcanic ash parameters such as effective radius and aerosol optical depth [17], and NNs have also been used operationally to estimate CO, CO2 and CH4 column amounts from IASI [18]. The current study represents a first attempt at applying ANN to hyperspectral remote sensing data, for simultaneous estimates SO2 total columnar content and plume height. The present work, compared to recent results of ANN usage with multispectral data, shows significant added value in reduced execution times during ANN application stage. Another result of this approach is the simultaneous estimation of both columnar content of SO2 and plume height from high spectral resolution data provided by the IASI spectrometer on board the satellite Meteorological Operational satellite program (METOP) since 2006.

2. METOP-IASI IASI Sensor

The IASI sensor is aboard METOP, a European weather satellite which has been operating since 2007. METOP is the first of three satellites scheduled to operate for fourteen years. It crosses the Equator on the descending node at a local time of 9.30. IASI is a Fourier transform spectrometer which covers the spectral range 645-2760 cm\(^{-1}\) (3.62 to 15.5 μm) with spectral sampling of 0.25 cm\(^{-1}\) and spectral resolution of 0.5 apodized cm\(^{-1}\) [19]. It has a nominal radiometric accuracy of 0.25–0.58 K. The field-of-view (FOV) consists of four circular footprints of 12 km diameter (at nadir) inside a square of 50 × 50 km, step-scanned across tracks (30 steps). It has a 2000 km wide swath and nominally it can achieve global coverage in 12 h. IASI carries out nadir observation of the earth simultaneously with Global Ozone Monitoring Experiment (GOME-2) also onboard METOP. GOME-2 is a UV spectrometer measuring SO2 in the UV absorption band and was used for both Differential Optical Absorption Spectroscopy (DOAS) [6] and optimal estimation retrievals (Nowlan et al., 2011) of SO2; more information on IASI can be found in [20]. IASI level 1c data (geolocated and apodized spectra) used here were obtained from both the British Atmospheric Data Center (BADC) archive and EUMETSAT Unified Meteorological Archive Facility (UMARF) archive.

3. SO2 RETRIEVAL DESCRIPTION

The SO2 column amount and altitude reference values were generated using an optimal estimation scheme applied to IASI measurements of the v3 and v1 absorption bands, centred at about 8.7 and 7.3 μm, respectively [10]. This retrieval technique uses a new approach to compute and use an error covariance matrix, Se, based on an SO2-free climatology of differences between the IASI and forward modelled spectra. Any differences not related to SO2 between IASI spectra and those simulated by a forward model are included in the covariance matrix, allowing a comprehensive error budget to be computed for every pixel.

As IASI measures atmospheric emission, it provides continuous measurements throughout an orbit. The IASI retrieval follows the method of [10] where SO2 concentration is modelled by a Gaussian profile. The optimal estimation technique of [21] is then used to estimate SO2 column amount and the height of the SO2 profile, and the surface skin temperature using IASI measurements from 1000 to 1200 cm\(^{-1}\) and from 1300 to 1410 cm\(^{-1}\) (the v1 and v3 SO2 bands).

The forward model is based on RTTOV [22] extended to include SO2 explicitly, and uses ECMWF profiles of temperatures and water vapor interpolated to IASI measurement time and location. The ECMWF dataset used is the operational one: http://www.badc.rl.ac.uk/data/ecmwf-op/.

Note that: (i) in addition to the SO2 column amount retrievals return an estimate of the plume altitude (under the assumption that vertical concentrations of SO2 follow a Gaussian distribution), when the column amount is > ~2 DU and the plume height represents the altitude where the Gaussian profile reaches a maximum; (ii) SO2 retrieval is not affected by underlying clouds (if SO2 is within or below an ash or cloud layer its signal will be masked and retrieval will underestimate the SO2 amount; in the case of ash this is indicated by a cost function value greater than two); (iii) an error covariance matrix is provided per pixel.

The total mass of SO2 in the atmospheric plume is obtained by interpolating the accepted data into a 0.125° grid and this is presented in Fig. 1. Error bars shown are the worst scenario of correlated error, obtained as a sum of all pixel errors (an overestimate, compared to independent errors). Fig. 1 shows the values of total mass obtained considering all the plume pixels (with latitude between 30° and 80° N and longitude between −50° and 40° E), taking into account only the pixels complying with quality control criteria (convergence and cost function lower than two). Results show that the Oxford SO2 retrieval scheme for IASI follows the different phases of a medium intensity eruption in the lower troposphere such as Eyjafjallajökull, in some phases consistent with GOME-2, OMI, even if estimates from different satellites can vary significantly.

4. NEURAL NETWORK METHODOLOGY

Artificial Neural Networks (ANN) are based on the concept of the single artificial neuron, the 'Perceptron', introduced by Rosenblatt in 1958 [23] to solve problems
in the area of character recognition [24]. An artificial processing neuron receives inputs as stimuli from the environment, combines them in a special way to form a 'net' input that is sent through a linear threshold gate, and transmits the output signal forward to another neuron or the environment. Only when the 'net input' exceeds the threshold limit of a neuron (also called bias), does the neuron become activated. The activation of a given node is calculated using a transfer function (e.g. sigmoidal function) to yield an output between 0 and 1 or -1 and +1. The amount of activation obtained represents a new signal, transferred forward to a subsequent layer (e.g. either hidden or output layer). The same procedure of calculating the net effect is repeated for each hidden node and for all hidden layers [25]. Perceptrons can be trained on a set of examples using a special learning rule [24], and the perceptron weights (including the threshold) are changed in proportion to the difference (error) between the target (correct) output, and their solution, for each example.

Error is a function of all the weights and it forms an irregular multidimensional complex hyper plane with many peaks, saddle points, and minima. Using a specialized search technique, the learning process yields the set of weights corresponding to a global minimum. One of them is the Backpropagation algorithm (BP), which consists of two phases: in the feedforward pass, an input vector is presented to the network and propagated forward to the output; in the backpropagation phase, the network output is compared to a desired output; network weights are then adjusted in accordance with an error-correction rule [26], [25] or [27]. The performance of a trained ANN is generally assessed by computing the root mean squared error (RMSE) between expected values and activation values at the output nodes or, in the case of classification, a percentage of correctly classified examples of the validation set.

In order to cope with non linearly discrete problems, additional layer(s) of neurons placed between the input layer (containing input nodes) and the output neuron are needed, leading to the Multilayer Perceptron (MLP) architecture [24]. In this work Backpropagation Neural Network (BPNN) was used. A BPNN is an MLP consisting of an input layer with nodes representing input variables to the problem, an output layer with nodes representing the dependent variables (i.e. what is being modelled), and one or more hidden layers containing nodes to help capture nonlinearities in the data. Using supervised learning, with the Error-Correction Learning (ECL) rule for network weights adjustment, those networks can learn to map from one data space to another using examples. The term back-propagation refers to the way the error computed at the output side is propagated backwards from the output layer to the hidden layer, and finally to the input layer. In BPNNs, data are fed forward into the network without feedback (i.e. all links are unidirectional and there are no same layer neuron-to-neuron connections). The neurons in BPNNs can be fully or partially interconnected. Networks like this are versatile and can be used for data modelling, classification, forecasting, control, data and image compression, as well as pattern recognition [28].

A neural network for SO$_2$ total column estimation and another for SO$_2$ plume height estimation were implemented using, as training sets, SO$_2$ column content values and SO$_2$ plume height values from IASI optimal estimation retrieval [10], computed processing brightness temperatures from 58 IASI images. Data were acquired from both morning and afternoon orbits in the period 14 April to 15 May 2010. Both networks used acquired Brightness Temperature data as neural network inputs and SO$_2$ total column and plume height as target output respectively. Sample patterns statistics encompassed the entire duration of the Eyjafjallajökull eruption and they were considered a good training ensemble, because data covered all three eruptive phases. Spatial and statistical distributions of training sets for SO$_2$ columnar content and plume height are shown in Fig. 2, top-left and top-right. Network topologies, both for SO$_2$ total column content and plume height neural network, consisted of 1242 inputs, all IASI channels, representing the range of wavelengths which contain information on SO$_2$ and used in the IASI retrieval, ten neurons in one hidden layer and one
output. Cross validation can be used to detect when over-fitting starts during supervised training of a neural network; training is then stopped before convergence to avoid over-fitting (early stopping). Early stopping using cross validation was done by splitting the training data into a training set, a validation set, and a test set, and then training the networks only using the training set and evaluating the per-example error on the test set on a sample basis after a defined number of epochs. Finally, training was stopped when the error, the difference between neural network output and target (retrievals from [10], on the cross validation set was higher than the previous error value [29].

5. RESULTS AND DISCUSSION

In order to evaluate the performance of neural networks in terms of retrieval accuracy and generalization capability, both neural networks for SO$_2$ total column content and plume height estimation were applied to three distinct independent IASI images related to the Eyjafjallajökull eruption (see section 4.1), and to three independent datasets related to another Iceland volcanic eruption (from Grímsvötn, which occurred during May 2011). Regarding the Eyjafjallajökull validation datasets, two images used were from morning and afternoon orbits of the same day (15 May 2010) in order to verify neural network performance on both illumination conditions, the third image (30 April) has been chosen in order to test the NN performance with low SO$_2$ amount. Fig. 2 shows the spatial distribution of the total mass of SO$_2$ for the Eyjafjallajökull training and validation datasets.

Table 1. RMSE values related to Sulphur Dioxide total column estimated by the NN for independent Eyjafjallajökull validation sets, STD and mean difference percentage

<table>
<thead>
<tr>
<th>Date</th>
<th>SO$_2$ total column [DU]</th>
<th>samples</th>
<th>Regr. Coeff.</th>
<th>RMSE</th>
<th>STD</th>
<th>Mean diff. %</th>
</tr>
</thead>
<tbody>
<tr>
<td>2010/04/30 aft</td>
<td>161</td>
<td>0.9523</td>
<td>0.7577</td>
<td>1.8084</td>
<td>16.9529</td>
<td></td>
</tr>
<tr>
<td>2010/05/15 mor</td>
<td>1823</td>
<td>0.93008</td>
<td>1.0523</td>
<td>2.7471</td>
<td>4.3728</td>
<td></td>
</tr>
<tr>
<td>2010/05/15 aft</td>
<td>2303</td>
<td>0.94372</td>
<td>0.8722</td>
<td>2.1335</td>
<td>8.7850</td>
<td></td>
</tr>
</tbody>
</table>

For sulphur dioxide total columnar content, RMSE is, for all three datasets, lower than the corresponding values of the targets' standard deviation (STD), which can be seen as an indication of distribution spreading and measurement mean value error bar widening. In particular, looking at Tab. 1, we can see that the 30 April validation shows the lowest RMSE value and the highest regression coefficient. An interesting behaviour of the NN is seen in the May results. The regression coefficient is always around 0.9 (0.93 for morning orbit and 0.94 for afternoon orbit) but looking at the regression curves depicted in Fig. 3, for 15 of May, morning orbit (top-right), there is a noticeable decrease of performance for target values higher than 10 DU. We hypothesised that the better performance of the NN in April is due to a lower number of samples (one order of magnitude with respect to the other two dates) and a range of values always below 10 DU, which represent most of the training sample values, instead values higher than 10 DU represent only 6% of training data. Nevertheless, considering the difference percentage of estimate and target means (Tab. 1, last column) the
April results show an overestimate of retrievals with higher percentage.

The good performance of the NN for sulphur dioxide retrieving is confirmed by Fig. 3 (bottom) representing the comparison of the NN retrieval map with those from [10].

Statistical results of applying of neural network to plume height estimation are summarized in Tab. 2. It is noticeable that for all three datasets RMSE is always below the corresponding values of the targets’ standard deviation (STD).

In particular, April 30 shows a lower error dispersion (Fig. 3, bottom-left) and a lower regression coefficient than May 15.

In general, the error spread in plume height is higher than that obtained for the sulphur dioxide total column retrieval. This is confirmed by the regression coefficient obtained and corresponding RMSE. Nevertheless, the NN estimates show good accuracy with RMSE values lower than corresponding STD for all dates and the percentage difference between the estimate and target means are very low. The regression curves for May 15, depicted in Figures 4 (top-right), show a good performance of the retrieval in the range 500-700mb (5000-3000 m).

The validation on the Grímsvötn eruption occurring during May 2011, was centred on three distinct IASI images on the 22, 23 and 24 May 2011. These images were not considered during the NNs training phase.

For SO2 total column retrieval, looking at Tab. 3 a first generalization can be done since a lower accuracy in retrieval is noticeable for all three validation dates.

and,

<table>
<thead>
<tr>
<th>Date</th>
<th>SO2 total column [DU] samples</th>
<th>Regr. Coeff.</th>
<th>RMSE</th>
<th>STD</th>
<th>Mean diff. %</th>
</tr>
</thead>
<tbody>
<tr>
<td>22 May 2011</td>
<td>293</td>
<td>0.92719</td>
<td>15.858</td>
<td>31.3802</td>
<td>-25.7537</td>
</tr>
<tr>
<td>23 May 2011</td>
<td>678</td>
<td>0.92411</td>
<td>10.558</td>
<td>22.4618</td>
<td>-19.2664</td>
</tr>
<tr>
<td>24 May 2011</td>
<td>584</td>
<td>0.93933</td>
<td>1.1593</td>
<td>3.3554</td>
<td>-7.0970</td>
</tr>
</tbody>
</table>

despite regression coefficients are similar to those of the Eyjafjallajökull validations, RMSE and mean difference percentage values are higher. In particular, negative values of this last index reveal that the NN underestimates sulphur dioxide retrieval in all three cases.
The lower accuracy observed can be analysed more in detail with the scatter-plots and maps depicted in Fig. 5. The behaviour is noticeable for the 23 May 2011 estimates in the scatter-plot of Figure 5 (top-right). It shows a decreasing of accuracy for sulphur dioxide values higher than 10 DU and mean value difference percentage around -20%, confirming an underestimation again. If we have a look at Fig. 5 (bottom), the map comparison between target and estimates, we notice the underestimation characterizes pixels on a strip along the 75° N parallel.

A distinct performance is noticed when the NN is applied to 24 May. RMSE is of the order of magnitude of those observed for the Eyjafjallajökull eruption, and also the mean difference percentage is comparable to 2010.

This distinct behaviour of performances can be explained by considering that, with the exception of 24 May 2011, the mean value of samples for 2011 are around an order of magnitude greater than those of 2010 Eyjafjallajökull instances, for both training and validation dates. In other words Grimsvotn eruption was characterized by sulphur dioxide concentrations higher than those used during NN training phase demonstrating how NNs performance decrease when try to estimates parameters characterized by values outside that of training set.

As regards applying the NN to Grimsvotn dates for height plume retrieval, Tab. 4 summarizes the results for all three.

The 22 May shows the lowest regression coefficient, the highest RMSE and a slightly higher percentage of retrieval overestimation, visible in Fig. 12 (top) for those pixels (green) located in the north of Iceland around 70°N.

The 23 and 24 May test cases reveal a slight increase in coefficient regression, around 0.8, and lower values of RMSE (Tab. 4), and in scatter-plots depicted in Figs. 10 and 11 (bottom-right), respectively, show the NN plume height retrieval is overestimated. In particular, for 23 May, Figure 6 (bottom) shows overestimation over Greenland, around 70°N, whilst, for 24 May overestimation is located in the south, close to Norway.

In general, looking at the dispersion error histograms depicted in Fig. 6 (bottom, left) it seems that for plume height estimation the NN reveal a lower performance when applied to unknown eruptions with different characteristics in terms of sulphur dioxide concentrations, plume height and spatial distribution.

6. CONCLUSIONS

The analysis demonstrates that Artificial Neural Network is able to retrieve both SO₂ column abundance and plume height with good accuracy if applied to a known eruption and also taking into account that the goal was to replicate a model and no real measurements have been used. Nevertheless the results obtained, applying the NN to an eruption not known, such as the Grimsvotn one, show that great care has to be taken during the training phase. This is because the Neural Network retriever needs to be fed and trained continuously during its operating phase in order to
maintain phenomena knowledge updated and retrieval’s performance accurate at operating stage.
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