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Definitive internal geomagnetic field models are derived for the epochs 1945, 
 1950, 1955, and 1960. Each model incorporates all data available to us within a five 

 year period centered on the model epoch. For survey data, weighting was determined 
 by examining the spread of residuals for the data, sorted by source and sorted by 
 location, relative to the previous IGRF models. The solution included local biases for 
 the fixed observatories. An a priori model for each epoch was derived by projecting 
 the GSFC (12/83) model, based on Magsat data, backward in time. This projection 

 was accomplished using a spline fit to annual secular-variation models. The spline 
 coefficients were simultaneously fit to all spherical harmonic secular variation 
 coefficients for the 1940 to 1980 time period. This fit included a full covariance 
 analysis. The projected covariances were part of the a priori model for each epoch. An 
 uncertainty model was adopted which included estimates of the effects of crustal and 
 core fields not represented by the model. Differences between model coefficients 

 midway in time between model epochs were compared to estimated coefficient 
 uncertainties. Coefficient differences were within the estimated uncertainties, confirm-
 ing the uncertainty model. A test for 1945 indicated that a solution without 
 observatory biases was equal to that with such biases, within the expected 
 uncertainties. Differences between biases from year to year are within the bounds 
 expected based on the predicted uncertainties. The resulting models, their secular 
 variation and their expected uncertainties are discussed in some detail. 

1. Introduction 

 The International Geomagnetic Reference Field (IGRF) was revised for the third 
time at the 5th General Assembly of the International Association of Geomagnetism 
and Aeronomy (IAGA) in Prague in 1985 (BARRACLOUGH, 1987). Although it had 
been planned to adopt definitive models of the main geomagnetic field for 1945, 1950, 
1955 and 1960 as part of that revision, it was decided that the candidate models 
submitted did not represent the best that could be done with existing data but that 
additional efforts would lead to improved descriptions of the field at these epochs. 
Preliminary models were therefore proposed and plans were made to adopt definitive 

 645



646 R.A. LANGEL et al. 

models at the 19th General Assembly of the International Union of Geodesy and 

Geophysics (IUGG), in Vancouver in 1987. 

 The models described here were adopted as definitive IGRFs for 1945, 1950, 1955 

and 1960 at the 19th General Assembly of the IUGG. They are based on more 

extensive data sets than the corresponding preliminary IGRFs (LANGEL and ESTES, 

1987; BARRACLOUGH and KERRIDGE, 1987) and these data sets have been carefully 

screened for errors and duplicate entries. The technique used to produce the present 

models is more rigorous in the method of assigning apriori information at the model 

epoch and takes account of uncertainties in the data in a more complete fashion than 

did the methods used for the preliminary IGRFs. 

 Section 2 describes the data on which the four models are based and how these 

data were selected, edited and weighted. Section 3 discusses the use of a priori 

information and describes a new method for deriving the a priori covariance matrix. 

Section 4 describes the use of the correlated weight matrix to take account of 

truncation uncertainties and of the effects of the crustal anomaly field. The four 

candidate models are presented in Section 5 together with plots of field components 

and their estimated uncertainties. The usefulness of solving for bias fields at 

observatories, and the accuracy of such solutions is discussed in Section 6. Section 7 

examines the estimated uncertainties in the spherical harmonic coefficients and 

Section 8 discusses the error involved in using a linear interpolation between models 

for determining secular variation, as is done with the IGRF. Basic characteristics of 

the temporal change of the field over the interval 1945 to 1960 are given in Section 9 

and Section 10 describes the characteristics of the magnetic dipoles and poles, as 

determined from all the DGRF models published to date. 

2. Data 

 It is convenient, because of the different ways in which they are analyzed, to 

consider the data used to produce the models in two categories: (a) annual mean 

values from magnetic observatories and (b) survey data. Included in the latter 

category are observations made on land (including those made at repeat stations), at 

sea, from aircraft and (for the 1960 model) from the VANGUARD 3 satellite. 

 Data from both categories were selected in time as follows. If Tis the epoch of a 

particular model, all data with date, t, in the range T-2.5•…t•ƒT+2.5 were used, T and 

t being in years. 

 For observatory data, the fitting process included the derivation of biases 

representing the effects of crustal anomalies and instrumental error (LANGEL et al., 

1982). This technique requires data for at least three years at each observatory and 

consequently only observatories with at least three annual mean values within the 

particular five year interval were used. Observatories with fewer annual mean values 

were included with the survey data. The bias solution also requires values of the north 

(X), east (Y) and vertical (Z) components of the geomagnetic field. Consequently, 

whatever the observed elements were at a particular observatory, they were 

converted, before the analysis, to values of X, Y and Z.
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 In addition to data from the magnetic observatories, all survey and repeat data 
available to us were included in the fitting process. Preparation of this data involved 
an extensive process to weed out suspect data points and to assign appropriate 
weights. This process is described in Appendix 1, which also includes plots of the data 
distribution. Table 2, to be discussed in more detail later, shows the number of data 

points by type, component, and five year interval. 

 3. Use of a priori Information 

 In the preliminary IGRF models for 1945, 1950 and 1955 (LANGEL and ESTES, 
1987) the fitting process made use of a priori information in the form of a spherical 
harmonic model. The identical procedure has been used in the present derivation, 
except that the a priori model used was derived in a more rigorous manner. 

 The a priori model was derived by projecting the GSFC (12/83) model (LANGEL 
and ESTES, 1985a), derived from MAGSAT satellite data supplemented by observa-
tory data, backward in time to the desired epochs. (The main-field terms from the 
GSFC(12/83) model, truncated to degree 10, were adopted as the definitive IGRF for 
1980.) The projection to the desired epochs was achieved by using a variation of the 
spline fitting of LANGEL et al. (1986). In the present case, annual secular-variation 
models were derived from first differences of observatory annual means for the period 
1940 to 1980. These resulting secular-variation models were of degree 6 from 1940 to 
1958 and degree 8 from 1959 to 1980. A priori models of degree 8 were needed for all 

years, so an extrapolation scheme was used to derive degree 7 and 8 terms for 1940 to 
1958. In this scheme, a preliminary cubic spline function was fitted to the original 
secular-variation models (see, e.g., LANGEL et al., 1986). The averages of each of the 
degree 7 or 8 secular variation coefficients from 1960-1970, as determined from the 

preliminary spline fit, were then appended to the degree 6 models for 1940 to 1958 to 
give models of degree 8. 

 The secular-variation models from 1940 to 1980, using their full covariance 
matrices, were then fitted simultaneously with cubic B-splines. Let p be the vector of 
all secular-variation terms up to degree eight for the years 1940 to 1980, Vp be the 
covariance matrix corresponding top, let be the vector of spline coefficients, and let 
R be the matrix of partial derivatives of the with respect to the p. Then we have:

p=Rξ, (1)

with solution

ξ=(RTUR)-1RTUp, (2)

which has the covariance matrix

Fξ=(RTUR)-1, (3)
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where U=Vp-1. Once the spline solution, ƒÌ, is obtained, spherical harmonics may be 

computed from (1) with uncertainty estimate, or covariance, given by:

Vp=RVξRT. (4)

To project the GSFC (12/83) model backwards in time the following formulation was 
used. Let pn be the estimated main-field coefficients for year n. Then:

(5)

where ƒ¢t in our case is one year. The covariance of pn-k can be shown to be:

(6)

 The appropriate pn-k, and its covariance matrix were used as the a priori main-

field coefficients for each epoch. The a priori secular-variation coefficients for each 

epoch were computed from Eqs. (1) and (4). Because the degree 7 and 8 coefficients for 

1940 to 1958 were based on the extrapolation scheme previously described, their 

covariances were regarded as overly optimistic. A more pessimistic view was adopted. 

First, the largest ƒÐ, say ƒÐmax, from the initial secular-variation models between 1960 

and 1970, was found. Then for epoch t, 1940•ƒt•ƒ1959, the standard error was taken to 

be (1959-t)ƒÐmax. For the degree 7 and 8 main-field terms from 1940 to 1958 the 

variances were taken to be the sum of the 1959 variance plus the cumulative secular-

variation variance [times (ƒ¢t2)]. The resulting a priori variances for the extrapolated 

terms are thus very large. Table A3, in Appendix 2, lists the a priori model coefficients 

together with their standard deviations. The covariance matrix was not diagonal, i.e. 

the a priori coefficients were correlated. All subsequent calculations were performed 

with the full covariance matrix. 

 4. Use of the Correlated Weight Matrix 

 Let p be the vector of gauss coefficients; p its estimate; C the vector of data; ƒÂC 

the vector of data residuals from the previous iteration; A the matrix of partial 

derivatives of the field measurement with respect to the coefficients at the data 

locations; Vd the data covariance matrix; W the weight matrix, to be discussed; pn the 

solution from the previous iteration, pn+1=pn+ƒÂpn+1 and po the a priori model for the 

epoch with covariance ƒ¶0. Then the iterative least squares solution for p is given by 

(TARANTOLA and VALETTE, 1982; LANGEL, 1987):

(7)

with solution covariance:
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Vp=(ATWA+Ω0-1)-1. (8)

Incorporation of the a priori model into the solution is accomplished by inclusion of 

p0 and ƒ¶0 in (7) and (8). 

 In conventional modeling the weight matrix, W, is taken to be the inverse of the 

data covariance matrix, Vd; the vector of gauss coefficients,p, is assumed to represent 

the field originating in the core of the Earth and is truncated at some degree, n*, 

determined by computer limitations and! or data limitations. These assumptions 

about p result in an underestimate of the uncertainties in (8) because the actual field 

is not truncated at degree n* and consists not only of field from the core but also from 

the crust and from external sources. 

 LANGEL and ESTES (1488) have derived a formalism to account for these effects. 

The measured field has contributions from sources in the core and crust (ignoring 

external sources) so we write:

p=α+β, (9)

where ƒ¿ and ƒÀ are the coefficients representing the fields from core and crustal sources, 

respectively. Under these circumstancesp and ƒÂp in (7) and (8) should be replaced by a 

and ƒÂa respectively and W, the weight matrix, should be taken to be:

W-1=Vd+Q, (10)

where Q is called the inverse correlated weight matrix. Q contains contributions from 
main-field terms above the truncation level and from crustal terms at all degree and 
order. In particular

Q=AVβAT+A**Vα**(A**)T, (11)

where A** is the matrix of partial derivatives for neglected main-field terms, i.e., with 

degree greater than the maximum degree of the model, n*, A is the infinite-

dimensional matrix of all partials, and VƒÀ and Vƒ¿** are the corresponding a priori 

covariance matrices. The first term in (11) accounts for the presence of the crustal field 

and the second term far the presence of the main field represented by truncated terms 

in the spherical harmonic expansion. 

 VƒÀ and Vƒ¿** must be estimated from whatever prior information is available 

about the field, including information based on physical reasoning. Our estimates are 

taken from LANGEL and ESTES (1988). For satellite data Q is a full matrix but for 

surface data it can be taken to be diagonal. Entries for X and Y are very nearly equal to 

half the value of entries for Z; for Z the crustal contribution to Q is 163,000 (nT)2. For 

the neglected core field the contribution for Z depends upon n*, as given in Table A4, 

Appendix 3. 

 There is also a contribution to Q from truncating the degree of the secular-

variation coefficients. This is much more uncertain because of uncertainties in
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knowledge of how fast the power in each degree decreases with increasing n. However 
 an estimate has been made by LANGEL and ESTES (1988) which is reproduced in Table 

 A5, Appendix 3. 
 When a bias solution is included for observatory data, the contribution to Q from 

truncating the main-field terms is zero, because any crustal field or truncated core 
 field will be incorporated into the value of the bias found in the solution. 

 For the 1960 model, data from the VANGUARD 3 satellite were used. In 

 principle, the Q for these data should be a full matrix. In practice this is at present 
 computationally prohibitive so only the diagonal terms were included. This will result 
 in slightly lower estimates of the uncertainty of the final coefficients for this model. 
However, the Vanguard data were only 3872 data points out of a total of 73,069 used 

 to derive the model so the effect should be small. 

 5. The Models 

 The modeling method used, expressed in Eqs. (7) and (8), is described in detail by 
 CAIN et al. (1967), TARANTOLA and VALETTE (1982), LANGEL et al. (1982) and 

LANGEL (1987). The parameter vector, p, includes the main field and secular variation 

(first derivative) spherical harmonic coefficients and the observatory bias values, i.e., 
the method solves simultaneously for all these parameters. Coefficient values from the 

 resulting four candidate main-field models are given in Table 1. As specified by IAGA 
Working Group I-1, the truncation level is n*=10. The standard deviation of each 
coefficient, as derived from the covariance matrix, is also given. Units for the 

 coefficients and standard deviations are nT. Also included in the Table (though not 
part of the DGRF submission) are the values of the secular variation coefficients and 
their associated standard deviations. These are truncated at degree 8. The units for the 
secular-variation coefficients are nT a-1. 

 All models are expressed in terms of Schmidt quasi-normalized associated 
Legendre functions and refer to a sphere of radius 6371.2km, the mean radius of the 
Earth. All positions of input data and vectors were given relative to a spheroidal 
Earth, i.e., in a geodetic coordinate system. That coordinate system was assumed to be 
relative to an Earth with an equatorial radius of 6398.165km and reciprocal flattening 

 of 298.25. 
 It should be noted that the standard deviations quoted do not include any 

allowance for the effects of fields originating outside the Earth's surface. The only 
 coefficient likely to be substantially affected by such fields is g01. It is estimated that the 
standard, deviation for this coefficient should be increased by approximately 6 nT, to 
account for this (systematic) error. 

 The residuals of the data with respect to the models are shown in Table 2, for each 
5-year interval and for each data type. Only non-flagged data were included (see 
Appendix. l). Except for the observatory residuals without biases, with a few 
exceptions the mean residuals are nearly zero. The largest exceptions are in the 

 Aeromagnetic data (Project Magnet and Canadian) far 1955 and 1960 and the Z 
component of the survey data for 1960, and these are less than 20 nT. The standard
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deviations of the observatory data, with biases, are very low, generally below 20 nT, as 

would be expected. The standard deviations of the H, Z and B components of the 

Aeromagnetic and Survey data are in the 80-170 nT range, which is consistent with 

what is expected of near surface residuals dominated by crustal anomaly fields 

(LANGEL et al., 1982; see also PEDDLE and FABIANO, 1982, and DAWSON and 

NEWITT, 1982a.) 

 As noted above, the analysis included a solution for the biases at each 

observatory for which 3 or more annual mean values were available in each 5-year 

interval. The values of these biases for X, Yand Z, together with their standard error, 

are included in Table Al, in Appendix 1. 

 Figure 1 contains global contour maps of X, Y, Z and B derived from the 

candidate model for 1945. At the scale used in these figures, corresponding maps for 

the other 3 epochs are barely distinguishable from these; they are therefore not 

presented. 

 The uncertainties in the core field values, derived from the covariance matrices, 

do, however, vary from epoch to epoch. Contour maps of these uncertainties (ƒÂX, ƒÂY, 

ƒÂZ and ƒÂB) at the four epochs are given in Figs. 2 to 5, except for latitudes poleward of 

80•‹. Note that the contour interval is 20 nT for 1945, 1950 and 1955 but is 5 nT for 

1960. These uncertainties are calculated as described by LANGEL (1987) and by 

LANGEL and ESTES (1988), following JENKINS and WATTS (1968) and GUBBINS 

(1983). They represent the predicted uncertainty, or standard deviation, of the field; 

i.e., there is about a 68.3% probability that the error will be less than the predicted 

uncertainty. This is an approximation since the error distribution of the data is not 

strictly Gaussian. As already pointed out these uncertainty estimates take into 

account the presence of unmodeled crustal fields and the effects of a finite truncation 

of the spherical harmonic series, but not the presence of external fields. The effect of 

the inclusion of the a priori models is to constrain the model field in regions where 

there are few or no data available during the epoch of the model. If our derivation of 

the a priori model with its covariance is correct, we have also reduced the error in 

those regions. The uncertainty estimate is obviously reduced. LANGEL and ESTES 

(1987) showed that the estimated uncertainty is greatly reduced, up to a factor of two 

or more, in such regions. Comparison of Figs. 2-5 with Figs. Al-A8 shows that the 

estimates of uncertainty remain greater in areas where few or no data are available, as 
expected. The uncertainties for 1945 show a prominent maximum in the southern 
Pacific (about 250nT,160nT, 320nT and 320nT for X, Y, Z and B, respectively), and 
are high also in the Atlantic and Indian Oceans. For 1950 the availability of additional 
data in the Pacific and Indian Oceans, in South Africa and in Antarctica reduced the 
uncertainties in these regions considerably. The addition of Project Magnet data in 
the northern Atlantic and, some, in the southern Pacific in 1955 made a large 
difference in the uncertainties; the peak uncertainty in the southern Pacific is now 
about 120nT, 90nT, 170nT and 150nT for X, Y, Z and B, respectively. Project 
Magnet furnished a nearly global survey in the time span covered by the 1960 model. 
When combined with the other available data, the total data distribution is quite 

good. This is clearly reflected in the uncertainty plots of Fig. 5 where the peak
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Table 2. Statistics of the data used in the models relative to the corresponding model.

uncertainties are now about 30nT, 30nT, 50nT and 40nT for X, Y, Z and B, 

respectively. For comparison, the estimated uncertainties for the GSFC (12/83) 

model, based on Magsat satellite data, were about 16.5nT for Z and 9nT for both X 

and Y (LANGEL, 1987), showing the value of high accuracy satellite data. Note that, 

because of the relative amounts of data, all the models are dominated by the survey 

data, rather than the observatory data, although the observatory data are probably 

more determinative for secular variation. 

 Contour maps of the secular variation (X, Y and Z) for the four epochs are given 

in Figs. 6 to 9, with their corresponding uncertainties (ƒÂX, ƒÂY and ƒÂZ) in Figs. 10 to 

13. The uncertainty estimates are particularly high for the Southern Pacific, for all 

years, reflecting the lack of observatory data in that region. 

 6. Observatory Biases 

 Solutions including observatory biases have been questioned by LOWES (1985); 

the biases have been shown to be highly dependent on the adequacy of the main-field 

and secular-variation models (LANGEL and ESTES, 1985a); and inspection of Table 

A1, Appendix 1, shows a large variation of biases between model epochs for the same



Definitive IGRF Models for 1945, 1950, 1955, and 1960 655



656 R.A. LANGEL et al .



Definitive IGRF Models for 1945, 1950, 1955, and 1960 657



658 R.A. LANGEL et al.



Definitive IGRF Models for 1945, 1950, 1955, and 1960 659



660 R.A. LANGEL et al.

Fig. 6. Secular variation in (a) north component (X), (b) east component (Y), (c) vertical component 
 (Z), for 1945. Units are nT a-1; Contour interval is 20 nT a-1. Cylindrical equidistant projection.
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Fig. 7. Secular variation in (a) north component (X), (b) east component (Y), (c) vertical component 
 (2), for 1950. Units are nT a-1; Contour interval is 20 nT a-1. Cylindrical equidistant projection.
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Fig. 8. Secular variation in (a) north component (X), (b) east component (Y), (c) vertical component 

 (Z), for 1955. Units are nT a-1; Contour interval is 20 nT a-1. Cylindrical equidistant projection.
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Fig. 9. Secular variation in (a) north component (X), (b) east component (Y), (c) vertical component 

 (Z), for 1960. Units are nT a-1; Contour interval is 20 nT a-1. Cylindrical equidistant projection.
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Fig. 10. Predicted uncertainties in (a) X, (b) Y, (c) Z for 1945. Units are nT a-1; contour interval is 1 nT 
 a-1; Cylindrical equidistant projection.
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Fig, 11. Predicted uncertainties in (a) X, (b) Y, (c) Z for 1950. Units are nT a-1; contour interval is 0.5 nT 
 a-1 for (a) and (b), 1.0 nT a-1 for (c); Cylindrical equidistant projection.
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Fig. 12. Predicted uncertainties in (a) X, (b) Y, (c) Z for 1955. Units are nT a-1; contour interval is 0.5 nT 
 a-1 for (a) and (b), 1.0 nT a-1 for (c); Cylindrical equidistant projection.
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Fig. 13. Predicted uncertainties in (a) X, (b) Y, (c) Z for 1960. Units are nT a-1; contour interval is 0.5 nT 
 a-1 for (a) and (b), 1.0 nT a-1 for (c); Cylindrical equidistant projection.
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observatory. It is clear that more study, beyond the scope of this paper, of the 

accuracy and effect of such bias solutions is needed. However some statements can be 

made. In a preliminary study using less data and a less stringent a priori model, the 

effects of the use of biases and a priori models was examined. Four models were 

derived for each epoch, with and without a priori models and with and without biases. 

The results and their uncertainty estimates were compared. Figure 14 shows some of 

the results for 1945. Plotted are the first 8 coefficients for both main-field and 

secular-variation, with appropriate uncertainty bars. In most cases, three of the four 

uncertainty bars overlap, and the fourth is the same within two uncertainty bars. This 

gives confidence in the uncertainty estimation procedure. The solutions with a priori 

models, with and without biases, are in close agreement with each other throughout, 

certainly within their uncertainty estimates. The a priori information has a major 

effect on the solution, at least for the lower degree/order terms. It does indeed 

constrain those terms; it also imparts greater stability to the solution. For the 

main-field coefficients, the solution with neither a priori model nor biases shows less 

deviation from the nearly identical solutions with a priori model than does the 

solution with biases but no a priori model. This suggests that the solution with biases 

is less stable than the solution without, in spite of the presence of a large quantity of 

survey data which did not include biases. The secular-variation solution, on the other 

hand, was more stable with biases than without. This is probably because the 

secular-variation solution is highly dependent on the continuous data from fixed 

locations furnished by the observatories. Inclusion of biases for those observatories 

removes the effect of local anomalies and allows the data to be weighted more highly, 

thus providing a more definitive input regarding temporal change. 

 When deriving the final model for 1945, fitting was done both with and without 

biases and the results compared. The difference between coefficients was compared 

with half the sum of the corresponding uncertainty estimates. 80.8% of the coefficients 

agreed within this tolerance, 95.0% within double this tolerance, and 99.2% within 

triple this tolerance. We conclude that the two models are the same to within our 

uncertainty estimates, and that our uncertainty estimates are realistic. 

 Based on the above results, the proposed models used both the a priori model and 

biases. 

 Figure 15 shows plots of X, Y, and Z from eight observatories widely separated in 

location. Data were available from each of these observatories for all four model 

epochs. The plots show the measured data and the data computed from the models, 

with and without biases. The models with the biases match the data very well, as 

expected. Examination of these plots shows that a single linear secular variation could 

not fit the trends nearly as well as the piecewise linear trends used here. Five years 

seems to be a reasonable span of time for representation by linear secular variation, at 

least for the 1943-1963 time period. During a "jerk" a linear variation will be 

inadequate even for periods shorter than five years. 

 As can be seen from the plots without biases, and from Table Al, the differences 

between bias values from model to model are large. Table Al also shows the 1ƒÐ 

uncertainty estimates for the bias values as determined in the fitting procedure. The
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expected value of the difference between two determinations of the same bias is zero 

within the uncertainty estimate, or 1ƒÐ value, given by the square root of the sum of 

squares of the for values of each of the individual determinations. Table 3 gives the 

bias differences between temporally adjacent models and the 1ƒÐ uncertainty estimates 

of those differences. The determined biases are fairly well in accord with these 

uncertainty estimates. For 1945-1950, 72%, 93% and 97% of the bias differences were 

Table 3. Comparison of bias differences between models at adjacent epochs with uncertainty estimates at 

 the observatory locations at the midpoint of the two epochs. Units are nT.
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 Table 3. (continued). 

Uncertainty estimates and bias differences for years: 1950-1955



674 R.A. LANGEL et al. 

 Table 3. (continued). 

Uncertainty estimates and bias differences for years: 1955-1960
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 within the expected 1ƒÐ, 2ƒÐ and 3ƒÐ limits, respectively. The same percentages for 

 1950-1955 are 72%, 93% and 99%; for 1955-1960 the percentages are 49%, 82% and 

 95%. Thus the large differences are not statistically significant. The reason that the 

 1955-1960 differences are somewhat larger than expected is not yet known. 

 7. Coefficient Uncertainties 

 Table 1 lists the computed standard errors of the determined models. Inter-

 comparison of models for the same epoch (LOWES, 1974; GIBBS and ESTES, 1982; 

 LANGEL and ESTES, 1985b) and recent simulation studies show that the computed 

 standard errors found in the standard least squares modeling of the geomagnetic field 

 can underestimate the actual uncertainty by factors of two to five. The uncertainty 

 analysis formulation of LANGEL and ESTES (1988), adopted for the present models, is 

 an attempt to derive more realistic uncertainty estimates by accounting for the 

 presence of unmodeled fields. 

 A test of the uncertainty estimates was made by comparing the differences 

 between coefficients from models at adjacent epochs with their uncertainty estimates. 

 The coefficients of the models, and their uncertainty estimates, were first transformed 

 to the epoch midway in time between the two model epochs, i.e., 1947.5, 1952.5 and 

 1957.5. This transformation used the secular variation coefficients derived with each 

 model. The coefficient differences at these midpoint epochs should be zero within a la 

 value which is given by the square root of the sum of squares of the individual 1 cr 

 values from the two models being compared. Comparing coefficient differences at 

 1947.5 between the 1945 and 1950 models showed that 86.7% of the differences were 

 within the expected 1ƒÐ value and 100% were within the expected 2ƒÐ value. In the 

 comparison at 1952.5 of the differences between the 1950 and 1955 models, 81.7% of 

 the differences were within the expected 1 cr value, 97.5% within the 2ƒÐ value and 100% 

 within the 3ƒÐ value. For the comparison at 1957.5 of the differences between the 1955 

 and 1960 models the corresponding percentages are 64.2%, 92.5% and 97.5%. By this 

 test our uncertainty estimates are not too low and, in fact, seem a little pessimistic for 

 the earlier epoch models. 

 The adopted uncertainty model has proved more realistic than those previously 

 used. This is encouraging. However, in spite of the effort to incorporate more rigor 

 into the models and their uncertainty estimates, there remain some shortcomings. For 

 the best estimate of model parameters and their uncertainty, the model must account 

 for all significant parameters. The present model does not. Three areas of needed 

 improvement are apparent. First, the estimates of coefficient uncertainty for the 

Magsat model projected backward in time for use as a priori models were too low. 

 This is because the GSFC (12/83) model did not account for the presence of the crustal 

 fields and truncated terms in the spherical harmonic analysis, i.e., it did not 

incorporate the correlated weight matrix. Because the uncertainty in the a priori 

models was mainly due to the uncertainties in secular variation, this is not a large 

effect. Also, it becomes less important as the time between the projected model and 

1980 increases, i.e., the 1960 accuracy estimates are affected more than the 1945
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accuracy estimates. Second, the projection of GSFC (12/83) backward in time did not 

account for data correlations introduced by taking observatory first differences, nor 

did it account for truncated secular variation terms. Again, the effect is that 

coefficient uncertainties will be underestimated. Third, the observatory bias estimates 

are known to depend upon the validity of the model of temporal change. The present 

models included only first derivative terms up to degree eight. In fact, the actual 

temporal change is more complex both in terms of degree and in terms of higher 

derivatives. It is not known how this model deficiency affects the uncertainty 

estimates for the constant (main field) coefficients. 

 It is instructive to compare the coefficients of Table 1 with the coefficients of 

LANGEL and ESTES (1987) for the same epochs. Aside from the data used, the present 

models differ from the earlier set in two ways. The present models include the effects 

of correlated noise from the crust and also a more rigorous projection of the 

GSFC (12/83) model to the earlier epochs. The lack of the correlated weight matrix in 

the earlier models caused their uncertainty estimates to be too small. On the other 

hand, it is likely that the earlier a priori uncertainty estimates were too high. 

Comparison of the two sets of models is limited to coefficients up to degree eight, since 

that was the degree of the earlier models. For each epoch, differences between 

coefficients were compared with the square root of the sum of the squares of the 

individual epoch coefficient uncertainty. For 1945, 75%, 92.5% and 100% of the 

coefficient differences were within the expected 1ƒÐ, 2ƒÐ and 3ƒÐ limits, respectively. The 

same percentages for 1950 are 63.7%, 92.5% and 97.5%; for 1955; 60.0%, 83.7% and 

95.0%; and for 1960: 22.5%, 46.2% and 68.8%. Except for 1960, the results are 

encouraging. The trend of lower percentages at later times indicates that the 

uncertainty estimates are less reliable at those times. As already discussed, both sets of 

uncertainty estimates have shortcomings. The specific reason for the breakdown of 

the uncertainty estimates at 1960 is not known. However, we would contend that the 

present models and their uncertainty estimates are the more reliable. 

 8. DGRF Secular Variation Uncertainty 

 Secular variation for the DGRF models is the linear interpolation between 

models of adjacent epochs. This differs from the linear secular-variation models 

derived here. As a measure of the difference we have computed the mean-square 

difference of the X, Y and Z components as computed from the derived main-field 

models, including their secular-variation, and from the models resulting from linear 

interpolation of the main-field models only. The mean-square difference is computed 

on the sphere r-a, where a is the mean radius of the earth, using the formalism given 

by LOWES (1966). Table 4 shows these differences. As expected from the difference 

between two linear models, they increase linearly with time from the epoch of the 

nearest model. Some of these numbers seem large but, in general, they are 

considerably smaller than the predicted uncertainties shown in Figs. 2-5. The major 

exception is the difference for Z in 1958 which is of the same order of magnitude as the 

predicted uncertainty.
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Table 4. Mean-square differences between components computed from models using the calculated 

 secular variation and models computed using linear interpolation between main-field terms. Units are 

 nT2.

 9. Temporal Change 

 The secular variation from each of the four epochs is displayed in Figs. 6-9. The 

patterns are very similar from year to year indicating that the temporal change was 

fairly stable. The secular variation in X is dominated by a high in the northern 

Atlantic and a low in the southern Atlantic. The North Atlantic high gradually 

increases in magnitude with time and has a tendency to move over the North 

American continent. There is also a positive cell over much of Antarctica which 

decreases in amplitude with time. The change in X over Europe is positive and 

relatively stable at 0-10 nT a-1. A small positive cell is present over India for 1945 and 

1950 but decreases in magnitude and disappears by 1960. 

 The secular variation in Y is dominated by a negative over South America, a 

positive over West Africa which extends to the North Polar region, a negative in the 

Southern Indian ocean, and a positive over part of Antarctica, poleward from 

Australia. The South American cell increases slightly in amplitude but is fairly stable, 

as is the West-African cell. The negative in the Southern Indian ocean decreases 

rapidly in amplitude from near -120 nT a-1 in 1945 to near -60 nT a-1 in 1960. The 

positive over Antarctica slowly decreases in magnitude. 

 The secular variation in Z is dominated by a negative in the mid-Atlantic which is 

slowly increasing in magnitude, a negative in the Southern Indian ocean which is 

rapidly decreasing in magnitude and a positive in the southernmost Atlantic, 

extending on into the South Pacific, which is decreasing in magnitude. A developing 

negative cell is present over New Guinea. There is also a positive cell over eastern 

Europe and the U.S.S.R. in the early years, which shrinks and disappears with time. 

 The westward drift of the geomagnetic field is a well known but little understood 

phenomenon whose nature and extent is debated. A common way of computing a 

drift rate, ƒÓ, at the Earth's surface, is to use the equation (WHITHAM, 1958; LANGEL, 

1987):
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(12)

Equation (12) is usually applied to the non-dipole field and is limited to coefficients of 
lower degree. For comparison with the results of LANGEL et al. (1986), we computed 
the westward drift for coefficients of degree 2 through 5. The results, given in Table 5, 
agree within about 100 of the results derived by LANGEL et al. (1986) and show the 
same trend toward decreasing drift rate as time progresses. 

 The first approximation of the geomagnetic field is that of the field of a dipole 
located at the Earth's center and inclined to its axis of rotation. Approximately 90% of 
the field at the Earth's surface can be represented by this simple model and the 
approximation improves with height above the Earth's surface. The strength of that 
dipole is represented by Ma 3, where Mis the dipole moment computed from the first 
three harmonic coefficients and a is the mean radius of the Earth, and has been 
decreasing for some years (MCDONALD and GUNST, 1967; HARWOOD and MALIN, 
1976; BARRACLOUGH et al., 1978), resulting in speculation that we maybe observing a 
reversal of the Earth's field. We have computed Ma 3 from the new models; from 

previously published DGRF models for 1965, 1970, 1975 and 1980; and from 
IGRF 1985. Figure 16 shows the variation of Ma 3 and of the axial dipole term, g01, as a 
function of time. Figure 17 shows the time rate of change of these quantities as a 
function of time. Error bars would be smaller than the size of the plotted, symbols on 
Fig. 16 and about equal to the size of the printed symbols on Fig. 17. Both rates of 
change have increased from nearly 7.5 nT a-1 at 1945-1950 to rates above 20 nT a-1 
since 1970. The divergence of the rates after 1965 is due to an increase in the rates of 
change in g11 and h11 at that time. The present rate of decrease of Ma -3 is nearly 27 
nT a-1. As pointed out by LANGEL et al. (1980), if the present rate continues the 
Earth's field will reverse in about 1200 years. However, it is far from certain that this 
rate will continue. A plot of g01 shows (e.g., LANGEL et al., 1986; LANGEL, 1987) that its 
rate of change reached a minimum near 1945 after having reached a maximum of 
about 30nT/yr at about 1917, i.e., the rate of change of g01 is fluctuating. There is some 
evidence (e.g., LANGEL et al., 1986) that changes in g01 are correlated with changes in 
the decade fluctuations in the rate of rotation of the Earth.

Table 5. Westward drift computed from coefficients of degree 2 through 10.
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Fig. 16. Variation of g01 and the strength of the centered dipole with time as determined from IGRF 

 models. Units are nT. 

10. Geomagnetic Poles 

 The two points where the axis of the centered, tilted, dipole cuts the surface of the 

Earth are known as the geomagnetic or dipole poles; they are mutually antipodal and 

their positions can be calculated from the values of the first three coefficients of a 

spherical harmonic model (see, e.g., LANGEL, 1987). The positions of the northern 

geomagnetic pole at five-yearly intervals from 1945 to 1990, as given by the models of 

the fifth generation IGRF, are given in Table 6. The variation with time of the latitude 

and longitude of the geomagnetic pole are shown in Fig. 18. The dipole pole remained 

at an essentially constant latitude of about 78.5•‹N from 1945 until 1955. Since then, it 

has been moving northwards at an increasing rate which is currently about 2.5 arcmin 

yr-1 or 4.6km yr-1. From 1945 to 1980 the geomagnetic pole moved westwards at
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Fig. 17. Variation of g01 and rate of change of strength of centered dipole versus time as determined from 
 IGRF models and associated secular-variation models. Circled points are from linear secular-
 variation between DGRF and candidate DGRF models; boxed points are secular-variation models 
 solved for in association with the candidate DGRF models; the x is the 1985 IGRF secular-variation 

 model, which is a predictive model. Points inside triangles are the yearly change of the strength of the 
 centered dipole in nT a-1. 

Table 6. North geomagnetic (dipole) pole positions computed from fifth generation IGRF.
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Fig. 18. Position of North Geomagnetic Pole.

about 4 arcmin yr -1 (1.3km yr-1) but since 1980 the drift rate has slowed to about 1.5 

arcmin yr-1 (0.4km yr-1). 

 A better approximation to the geomagnetic field is given by displacing the dipole 

discussed above from the center of the Earth whilst maintaining its dipole moment 

and direction in space constant. The position of the eccentric, or offset, dipole that 

best fits the geomagnetic field can be calculated from the values of the first 8 

coefficients of a spherical harmonic model; details are given by LANGEL (1987). (See 

also THOMSON, 1872; SCHMIDT, 1934.) The coordinates (x, y, z) of the eccentric 

dipole position (sometimes referred to as the magnetic center) are given in Table 7, 

together with the alternative representation in terms of geocentric distance (ƒÁ), 

latitude and longitude. The orientation of the cartesian coordinate system is such that 

the z axis is parallel to the Earth's rotation axis, the x axis lies in the equatorial plane 

and points toward longitude 0•‹ and the y axis lies in the same plane and points toward 

90•‹E. The positions have been calculated from the models of the fifth generation 

IGRF. Figure 19 shows the variation with time of the latitude, longitude and radius of 

the eccentric dipole. Present velocities in the x, y, and z directions are-1.2km yrl, 

2.0km yr -1 and 1.8km yr -1, respectively. The radial velocity of the eccentric dipole has 

been approximately constant at about 2.4km yr -1 outward from the Earth's center. 

 The magnetic dip-poles are defined as the points on the Earth's surface where the 

geomagnetic field is vertical. Although the notion of the dip-poles as definite points is 

over-simplified (the effects of external current systems cause the instantaneous 

position of a dip-pole to follow a roughly elliptical path whose dimensions can reach 

100km or more), their positions are of some interest. The positions of the north and 

south dip poles, as computed from the models of the fifth generation IGRF at 

five-yearly intervals, are given in Table 8. The time variation of the latitudes and 

longitudes of the two poles are shown in Fig. 20. 

 These dip-pole positions can be compared with the latest determinations of their 

positions based on local surveys. NEWITT and NIBLETT (1986), using data from 7
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Table 7. Eccentric dipole positions computed from fifth generation IGRF.

stations surrounding the expected position of the north magnetic dip-pole, derived its 

position at epoch 1983.9 as 77.0•‹N, 102.3•‹W. BARTON et al. (1987) used a novel 

technique involving a ship-borne magnetometer to determine the position of the 

south magnetic dip-pole and estimated its position at epoch 1986.0 to be 65•‹ 10'S, 

139•‹ 10'E. These positions are indicated by crosses (x) on Fig. 20. The agreement 

between these positions and those computed from the IGRF is good. 

 Also plotted on Fig. 20 are a series of earlier dip-pole determinations based on 

local observations. These are plotted with a+symbol, extended to represent the 

uncertainty, where this is quoted. For the north dip-pole the positions are for 1945.0 

(JONES, 1950); 1948.0 (DAWSON and LOOMER, 1963); 1950.0 (WHITHAM and 

LOOMER, 1956); 1953.0 (WHITHAM et al.,1959);1955.0 (from a Project MAGNET 

survey); 1960.0 and 1962.5 (DAWSON and LOOMER, 1963); 1964.0 (HAINES,1967); 

1965.0 (DAWSON and DALGETTY,1966); 1970.9 (HAINES and HANNAFORD,1974); 

1973.5 and 1975.0 (DAWSON and NEWITT, 1978); 1980.0 (DAWSON and NEWITT, 

1982b). The agreement between the IGRF values and these observed positions is 

generally good. These are fewer observed positions of the southern dip-pole. Those 

plotted are for 1952.0 (MAYAUD, 1953);1959.0 (LARZILLIERE and LACHAUX,1964); 

1960.0 (from a Project MAGNET survey) and 1962.0 (BURROWS, 1963). The 

agreement is less good in the case of the latitude of the southern dip-pole.
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 Fig. 19. Position of Eccentric Dipole. 

Table 8. Magnetic dip-pole positions computed from fifth generation IGRF.
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Fig. 20. Positions of North and South Dip-poles.
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 11. Summary and Conclusions 

 This paper presents results arrived at cooperatively by researchers in three 
countries. We believe that cooperation resulted in the collection of the most complete 
data sets possible. New techniques were employed to take maximum advantage of the 
accurate knowledge of the geomagnetic field at 1980 by projecting it backward in time 
and to make what we consider to be realistic uncertainty estimates on the resulting 
spherical harmonic coefficients. 

 The resulting models for 1945, 1950, 1955 and 1960 are considered to be as 
definitive as available data make possible. The coefficients and their uncertainty 
estimates were presented and discussed. Plots were presented for estimates of the field 
components and their secular change and of the uncertainty estimates for these 

quantities. A solution for bias fields at the fixed observatories was incorporated into 
the solution. The effect of these biases is demonstrated in plots of observatory data 
and the uncertainties in those biases are shown and discussed. 

 These models were adopted by IAGA as the definitive version of the IGRF for 
the epochs of the models. As DGRF's the derived secular variation models will not be 
used. Rather, the DGRF secular variation will be taken to be the linear interpolation 
between models at adjacent epochs. It was shown that the uncertainty introduced by 
this procedure is smaller than the estimated uncertainties of the main field models 
themselves. 

 Jeff Buck, Mike Purucker, Jeff Ridgway and Susan Simko of Science Applications 
Research were instrumental in making the plots and tables. We are grateful to World Data 
Center A, Boulder Colorado, for furnishing much of the data. This paper is published with the 
permission of the director, British Geological Survey. Part of this research was funded by 
NASA RTOP 676-40-02, Comments and criticisms by Frank Lowes, Jim Heirtzler, Coerte 
Voorhies, Pat Taylor, and two anonymous referees helped smooth some of the rough edges of 
the paper. 

 Appendix 1. Data Description 

 Table Al lists all the observatories used, together with the time spans of the 
available data. Figures A1 to A4 show the geographical distribution of the 
observatory data used in the models for 1945, 1950, 1955 and 1960 respectively. 

 The majority of the survey data were selected from magnetic tapes containing all 
available magnetic survey observations made since 1900. These tapes were supplied 
by World Data Center A for geomagnetism, Boulder, Colorado. Each record 
contains, in general, values for the elements that were observed, together with 
calculated values for the other elements. Only the observed elements were used in 

producing the DGRF candidates. In almost all cases a maximum of three elements 
were observed. However, for the extensive oceanic surveys made by the Russian 
non-magnetic ship Zarya, the declination, D, horizontal intensity, H, vertical
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Fig. A1. Distribution of observatory data, 1945. (a) Europe, (b) Rest of the world.

Fig. A2. Distribution of observatory data, 1950. (a) Europe, (b) Rest of the world.
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Fig. A3. Distribution of observatory data, 1955. (a) Europe, (b) Rest of the world.

Fig. A4. Distribution of observatory data, 1960. (a) Europe, (b) Rest of the world.
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component, Z and total intensity, B were observed, D with a magnetic compass, H 
and Z with a fluxgate magnetometer and B with a proton magnetometer. Values of D, 
H and B were used from this source, since B measured by proton magnetometer is 
more accurate than Z from a fluxgate magnetometer, especially when measured on 
board ship. 

 The data from the WDCA tapes were supplemented by values from over 100 
repeat stations distributed over the territory of the USSR. These data had been 
adjusted to 1945, 1950, 1955 and 1960 by plotting the original observations and fitting 
smooth curves to them by eye. 

 All survey data within a given 5-year interval were compared with values 
computed from the preliminary IGRFs. Observations that differed by more than 1000 
nT from the IGRF value were investigated, where possible, by comparing the values 
from the tape with the original source of the data. Where such a comparison was 

possible, and the data were found to have been incorrectly transcribed, the 
appropriate corrections were made. Where no transcription error had been made , all

Fig. A5. Distribution of survey data, 1945. (a) Europe , (b) Rest of the world.
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Fig. A6. Distribution of survey data, 1950. (a) Europe, (b) Rest of the world.

Fig. A7. Distribution of survey data, 1955. (a) Europe, (b) Rest of the world, (c) Project Magnet, (d) 
 Canadian Aeromagnetic. For this plot every 20th Project Magnet and Canadian Aeromagnetic data 

 point was plotted.



696 R.A. LANGEL et at. 

data differing by more than 1500 nT from the IGRF value were flagged as being 

anomalous and were not used further in the analysis. In the cases where it was not 

possible to refer to the original source of the data, it was often possible to detect and 

correct gross errors such as the wrong sign or transcription of latitude instead of 

colatitude; otherwise values differing by more than 1500 nT from the IGRF values 

were again flagged as anomalous. 

 A further rejection of gross outliers took place during the analysis of the data. 

For each 5-year interval residuals of the survey data from the preliminary IGRF were 

formed. For declination (D) and inclination (I) all data with residuals greater in 

absolute magnitude than 2•‹ were flagged as anomalous; for H the critical value of the 

residual was 300 nT; for X, Y, Z and B it was 600 nT. 

 The survey data are divided by source, each survey having an identifying source 

number. Under the assumption that each survey is relatively homogeneous, a 

statistical analysis was performed, by year (from mid year to mid year), on the

Fig. A8.
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Fig. A8. Distribution of survey data, 1960. (a) Europe, (b) Rest of the world, (c) Project Magnet, (d) 
 Canadian Aeromagnetic, (e) VANGUARD 3. For this plot every 3rd survey, every 20th Project 

 Magnet, every 20th Canadian Aeromagnetic, and every 20th Vanguard data point was plotted.
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residuals of each survey to the appropriate preliminary IGRF model. In each case the 

mean, standard deviation about the mean (ƒÐ), skewness (s) and kurtosis (k) were 

computed. Surveys with less than 12 data points were not included in this step. It was 

intended to use the resulting 1/ƒÐ2 as the weight in the fitting process. However it was 

found that often the distribution deviated considerably from normal and we wished to 

modify the weight in some appropriate, albeit somewhat subjective, fashion. To this 

end a modified "standard deviation", ƒÐ', was computed as follows:

(σ')2=σ2[1+αs-β(k-3)]. (A.1)

The reasoning behind (A.1) is, first, that skewness is a measure of the departure from 

symmetry of a distribution: the difference between the mean and the mode, measured 

in units of a. The term as then reflects our judgement that the mean of a skewed 

distribution should be viewed as proportionately less reliable than the a indicates. 

Second, kurtosis measures the degree of peakedness of a distribution, relative to a 

normal distribution. Since k=3 for a normal distribution, we used an adjusting term 

proportional to (k-3). The result is that a highly peaked distribution, k•„3, will be 

treated as having less scatter than a normal distribution while a broadened 

distribution, k•ƒ3, will be treated as having more scatter. The factors a and fi were 

chosen to be 1 and.01, respectively, after trying several values. Admittedly this is 

subjective, but we consider it to give a more reliable weighting scheme than simply 

using the normal a. 

 During this phase of the analysis, each data point whose individual residual 

differed by more than 2ƒÐ (not ƒÐ') from the mean residual for that survey was flagged as 

anomalous, except that for project Magnet and Vanguard data a cutoff of la was 

used. The computation was then repeated, using only the non-flagged data, after 

which each non-rejected data point was assigned the value of ƒÐ' appropriate to its year 

and source (ƒÐ's). 

 The procedure was then repeated but now collecting together data for each year 

and for each element into approximately equal-area bins whose size was 10•‹ by 10•‹ at 

Table A2. Average ƒÐm for each data type. Units are nT for H, X, Y, Z, and B and degrees for D and I.
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the equator. Surveys with less than 12 points are now included. Only data not 

previously flagged were used. Each data point was then also assigned the value of ƒÐ' 

appropriate to its equal-area bin (ƒÐ'b). In this step no data were rejected. Figures A5 to 

A8 show the geographical distribution of the survey data for the four epochs. 

 During the fitting procedure, each survey data point was assigned a weight of 

1/ƒÐ2m, where ƒÐm=max(ƒÐ's, ƒÐ'b). The observatory X, Y and Z values were assigned a a of 

25 nT, and the corresponding weight. When biases were not solved for at a particular 

observatory, the data from that observatory were included with the survey data, and 

weighted accordingly. Because of the procedure used to assign weights, there is no 

single weight for any data type, and component, except for observatory data. To give 

a general idea of the weights used, the average am for each data type and component 

was computed for each model. The results are given in Table A2. 

 Appendix 2. A Priori Model Coefficients 

 Section 3 describes the derivation of a set of a priori models, one at each epoch, 

used in deriving the DGRF models. Table A3 lists both the main field coefficients and 

the secular variation coefficients together with their standard deviations. 

 Appendix 3. Main Field and Secular Variation Contributions to the Correlated 

Weight Matrix 

 Section 4 described the notion of a weight matrix which takes into account the 

presence of unmodeled fields. Spherical harmonic models are seeking to describe the 

field from the Earth's core, up to degree and order n*. Unmodeled fields include those 

due to crustal sources, and those due to core fields above degree n*. When time 

changes are present in the data, unmodeled changes also contribute to the correlated 

weight matrix, The following Tables, A4 and A5, list the contribution of neglected 

core and neglected secular variation terms to the Q matrix used in deriving the 

correlated weight matrix. 

Table A4. Contribution of the neglected core field to diagonal elements of Q corresponding to vertical 

field measurements.
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Table A5. Contributions of neglected secular variation to diagonal elements of Q corresponding to 
 vertical field measurements.
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