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Preamble

Geophysical and astrophysical bodies commonly possess self-sustained magnetic
fields due to dynamo action in their fluid regions. These systems are often also
rapidly-rotating and convecting. The fluid dynamics underlying the dynamo pro-
cess is consequently a competition between the stabilizing influence of rotation
and magnetic fields and the forcing away from equilibrium provided by convec-
tion and perhaps also precessional or tidal driving. The stability endowed by
magnetic fields and rotation simultaneously provides a basis for wave motions;
these are the focus here.

This chapter is designed to be a primer for students and researchers wishing
for an introduction to the physics of the waves that can exist in rapidly-rotating,
hydromagnetic systems. The magnetic tension waves of Alfvén, Inertial waves
arising from the intrinsic stability of rotating fluids, and the Magnetic Coriolis
(MC) waves arising when these phenomenon occur in concert are described. The
influence of density stratification and convective instability leading to Magnetic
Archimedes Coriolis (MAC) waves is reviewed and the importance of diffusive
effects and spherical geometry are outlined. Connections to recent laboratory
experiments, numerical dynamo simulations and geophysical and astrophysical
observations are also discussed.

This written account is an extended version of a lecture given during the ‘Dy-
namos’ summer school held at Les Houches in August 2007. The organizing
committee did an excellent job of charming me from my seat in the audience to
the front of the lecture theatre. I thank them for that invitation and hope that this
account is of use both to my fellow attendees and to future students. The basis
for my lecture and this article was a review chapter from my Ph.D. thesis [43]
and two articles that appeared recently in the Encyclopedia of Geomagnetism and
Palaeomagnetism [44, 45].

1. Introduction

1.1. Some motivating thoughts concerning the study of waves

Laboratory experiments studying the influence of rotation and magnetic fields
on electrically conducting fluids dramatically demonstrate the intrinsic stability
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that these influences can impart to the fluids. Some beautiful examples of such
stability have been captured in National Committee for Fluid Mechanics films
on Rotating Fluids [47] and Magnetohydrodynamics [92]. Excerpts from these
films were shown during the summer school and they can also be found online;
they vividly illustrate the fundamental phenomena involved and are strongly rec-
ommended for the physical insight they provide.

We can intuitively understand how stability might come about in magnetic
and rotating fluids by considering how magnetic field lines and vorticity lines
threading through fluid parcels will effectively impart elasticity to the fluid. If
some disturbance, instability, or forcing then moves fluid parcels, the tension in
the magnetic field lines and vortex lines will seek to return the parcels to their
original position. Such reasoning leads us to expect that fluids that undergo rota-
tion or that are electrically conducting and permeated by a magnetic field should
support oscillations and waves.1

Waves occurring as a result of the stability imparted by fluid rotation are
known as Inertial waves. They are observed in natural rotating fluid systems
such as Earth’s ocean. Waves in electrically conducting fluids occurring as a re-
sult of the stability imparted by magnetic fields are known as hydromagnetic or
Alfvén waves. They are found in plasmas or fluids with high electrical conductiv-
ity, such as the solar corona and Earth’s magnetosphere and core. It is therefore
a matter of considerable geophysical and astrophysical importance to understand
and be able to quantitatively model such waves and their generalizations that
occur when both magnetic fields and rotation are present.2 This is the primary
motivation behind this present chapter.

One may wonder what can be gained from the study of waves. A glance at
the progress made in seismology, helioseismology and oceanography provides a
vivid illustration of what may be achieved. Waves properties, particularly their
dispersion, and how these vary with location and time depend on the nature of
the system supporting the waves. Study of waves thus allows underlying physi-
cal properties of often inaccessible geophysical and astrophysical systems to be
investigated. Furthermore, waves are a mechanism by which energy and momen-
tum can be transported; observations of waves can therefore tell us much about
how the underlying system is operating and evolving.

1The waves discussed in this chapter fundamentally involve the momentum equation (often cou-
pled to the induction and heat equations) and rely on restoring forces for their existence. Dynamo
waves [76] which are oscillatory solutions to the induction equation are not considered here because
they are a purely kinematic phenomenon involving the magnetic field alone.

2No account is taken here of compressibility effects and associated acoustic waves. Readers inter-
ested in systems where compressibility is important can if necessary generalize the treatment given
here. They may also wish to consult the books by Lighthill [68] and Sturrock [97] for introductions
to acoustic waves and their modification in the presence of magnetic fields respectively; the review
by Roberts [87] gives further technical detail.



Waves in the presence of magnetic fields, rotation and convection 409

The subject of waves in the presence of rotation, magnetic fields and con-
vection has a long and rich history. Before embarking on a detailed account of
the physics of such waves, it is useful to sketch the history of investigations into
these phenomena, to acknowledge the contributions of the scientists who have
laboured on this subject, to collect useful references for further reading, and to
introduce necessary terminology.

1.2. Historical sketch and literature survey

The first work on oscillations and waves arising from the intrinsic stability of a
rotating fluid was carried out by Lord Kelvin in 1880 [58] in a cylindrical ge-
ometry. Poincaré [78], Bryan [12] and Cartan [18] later studied similar motions
in rotating spheroids. Bjerknes and co-workers [8] independently re-discovered
these rotation-reliant motions, naming them ‘Elastoid-Inertia’ oscillations. Much
of the early work is collected in the monograph by Greenspan [49] where both
Inertial waves in unbounded fluids and Inertial wave modes in contained geome-
tries are described. Recently, considerable theoretical progress has been made
towards finding explicit Inertial wave mode solutions in full sphere, spheroid
and cylindrical geometries by Zhang and co-workers [108–110], and in spherical
shells by Rieutord and co-workers [80, 81].

The basic mechanism underlying waves in electrically conducting fluids per-
meated by magnetic fields was elucidated by Alfvén [5]. He described a scenario
whereby magnetic tension and inertial effects give rise to oscillations and travel-
ling waves, which became known as Alfvén waves in his honour. In this account,
any wave involving both magnetic field and fluid mechanical effects will be re-
ferred to a hydromagnetic wave; Alfvén waves are the simplest possible example
of hydromagnetic waves.

Lehnert [66] deduced that rapid rotation of a hydromagnetic system would
lead to the splitting of plane Alfvén waves into two circularly polarized, trans-
verse, waves. He realized these would have very different timescales if the fre-
quency of Inertial waves was much larger than that of pure Alfvén waves in the
system. Here, such waves will be collectively be referred to as Magnetic Corio-
lis (MC) waves. Chandrasekhar [21] studied the effects of buoyancy on rotating
hydromagnetic systems, though he focused primarily on axisymmetric motions.
Braginsky [9, 10] described the influence of density stratification and convection
driving non-axisymmetric waves naming these Magnetic Archimedes Coriolis
(MAC) waves.

Hide [52] was the first to consider the influence of spherical geometry on two
dimensional (being invariant parallel to the rotation axis) hydromagnetic waves in
a rapidly-rotating fluid. He studied the effects of a linear variation of the Coriolis
force with distance from the rotation axis, mimicking the effect of the variation in
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the Coriolis force with latitude in a spherical shell (known as the β effect in me-
teorology and oceanography). This is the essential ingredient needed for Rossby
waves [77]. He found a similar mode splitting to that discovered by Lehnert;
here Hide’s waves arising from the magnetic modification of Rossby waves are
referred to as MC Rossby waves (see Appendix A). Malkus [70] studied MC
waves in a full sphere for the special case of a background magnetic field in-
creasing in strength with distance from the rotation axis (see Appendix B). Stew-
artson [95] also developed an asymptotic theory of MC waves in a thin spherical
shell geometry.

Eltayeb and Roberts [27, 29, 83] and more recently Roberts and Jones [55,
86] have studied MAC waves driven by thermal instability in a rotating plane
layer permeated by a strong, uniform magnetic field. They demonstrated the
importance of including magnetic and thermal diffusion in such systems, but
nonetheless found that it is sometimes possible for thermal instability to drive
diffusionless MC and MAC waves. Busse [14] and Soward [93] extended these
studies to MAC waves in a quasi-geostrophic (QG) sloping annulus geometry.
This involved a formally correct description of the arrangement suggested by
Hide [52] for capturing the Rossby wave mechanism thought to be relevant in a
thick spherical shell geometry (see Appendix C).

Acheson [1] pointed out that hydromagnetic waves could also be driven via
magnetic field instability. Fearn [36–38] later studied this mechanism in more de-
tail using numerical simulations. Roberts and Loper [85] further illustrated that
magnetic field instability can excite hydromagnetic waves, even in the presence
of stable stratification. An excellent discussion of the counter-intuitive means by
which magnetic or thermal diffusion can facilitate instability is given by Ache-
son [2].

Eltayeb and Kumar [28] and Fearn [35] carried out the first numerical studies
of thermally-driven hydromagnetic waves including the effects of both buoyancy
and diffusion in a rapidly-rotating, full sphere geometry. Fearn and Proctor [40]
and later Zhang [103, 106] went on to consider the effect of more general back-
ground magnetic field configurations. They found that if the imposed magnetic
field drives a magnetic wind this can (via a Doppler shift) greatly change the
observed hydromagnetic wave frequencies.

The overviews by Hide and Stewartson [53] and Braginsky [11] provide con-
cise introductions to the theory of hydromagnetic waves in rapidly-rotating sys-
tems. The textbooks by Melchoir [73] and Davidson [22] and the lengthy review
of Gubbins and Roberts [50] contain useful summaries of hydromagnetic wave
theory in the context of more general surveys of the magnetohydrodynamics.
A number of more focused technical reviews of the subject also exist including
those by Roberts and Soward [82], Acheson and Hide [3], Eltayeb [30], Fearn
Roberts and Soward [41], Proctor [79], Zhang and Schubert [107] and most re-
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cently by Soward and Dormy [94]. Finally, in the context of the role played
by hydromagnetic waves in dynamo action (the central theme of the summer
school!), chapter 10 of Moffatt’s monograph [74] remains essential reading.

2. Inertial waves and intrinsic stability due to rotation

2.1. The Coriolis force, vortex lines and Inertial oscillations in rotating fluids

This section I begin by considering the purely hydrodynamic case of a homo-
geneous fluid undergoing rapid rotation, in the absence of magnetic fields and
convection. Rotation imparts intrinsic stability to the fluid due to the action of
the Coriolis force on fluid parcels. The Coriolis force is well known as being the
origin of circulating eddies in rotating fluids, for example, in hurricanes in Earth’s
atmosphere. The Coriolis force occurs only in rotating reference frames where
inertial motions follow curved trajectories. Acting at right angles to direction of
fluid motion, the Coriolis force results in circular motions of fluid elements, so
that they periodically return to their initial position after being perturbed. This is
the origin of the intrinsic stability possessed by rotating fluids [7, 98].

An intuitive understanding of this stability may be gained by thinking in terms
of vortex lines which point in the direction of the local vorticity [58, 67]. Vor-
tex lines resulting from the presence of the Coriolis force are initially parallel to
the rotation vector for a homogeneous fluid in solid body rotation. They act by
imparting an effective elasticity to the fluid by resisting fluid motions that distort
them. This resistance of vortex lines to distortion is what gives rise to Inertial os-
cillations and waves [67, 68]. An alternative introductory perspective on inertial
waves is given by Tritton [98], while the monography by Greenspan [49] and the
review article by Stewartson [96] provide more comprehensive surveys.

2.2. The Inertial wave equation

For an infinite plane layer of homogeneous fluid with density ρ undergoing ro-
tation with angular speed #, considering small velocity perturbations u about a
state of rest in the rotating frame the linearized momentum equation takes the
form

∂u

∂t︸︷︷︸
Inertial

acceleration

+ 2(! × u)︸ ︷︷ ︸
Coriolis

acceleration

= − 1
ρ

∇p,

︸ ︷︷ ︸
Pressure
gradient

(2.1)

where p is the mechanical pressure of the fluid, ! = #z and Cartesian co-
ordinates have been used. An equation describing the waves supported by this
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system can be derived by taking the curl of (2.1) and which leads to an equation
describing the evolution of the fluid vorticity ξ = ∇ × u

∂ξ

∂t
= 2(! · ∇)u. (2.2)

Taking a further curl and also a time derivative and noting that ∇ × ξ = −∇2u
for incompressible fluids yields

∂2(∇2u)

∂2t
= −2(! · ∇)

∂ξ

∂t
. (2.3)

Using (2.2) again leads to a wave equation for the perturbation of the velocity
field,

∂2(∇2u)

∂2t
= −4(! · ∇)2u. (2.4)

This is the Inertial wave equation in a rotating incompressible fluid, so called
because it relies only on inertia and the Coriolis force; the later is itself a conse-
quence of inertia in a rotating reference frame.

2.3. Inertial wave dispersion relation and properties

The properties of Inertial waves can be determined using the plane wave ansatz

u = Re{̂uei(k·r−ωt)}. (2.5)

Substituting from (2.5) into (2.4) yields

ω2|k|2û = −4(! · k)2û, (2.6)

which simplifies to the classic inertial wave dispersion relation [49],

ω = ±2(! · k)

|k| = ±2# cos θ, (2.7)

where θ is the angle between ! and k, so that the angular frequency of Inertial
waves is restricted to lie between 0 and ±2# s−1.

The phase velocity (the speed and direction in which individual peaks and
troughs move) is ω/k in the direction of the wavevector k̂; for Inertial waves this
is

Cph = ω(k)

|k| k̂ = ±2(! · k)

|k|3 k. (2.8)
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In contrast, the group velocity (the speed and direction at which energy is trans-
ferred, see the book of Lighthill [68]) is the derivative of ω with respect to k,

Cg = ∂ω(k)

∂k
= ±2(k2! − (! · k)k

|k|3 . (2.9)

An interesting consequence of this expression for the group velocity is that when
the frequency of inertial waves is very small (i.e. (! · k) % 1) then Cg is ap-
proximately parallel to the rotation axis !, so that information concerning slow
disturbances is communicated in this direction. This is the mechanism which un-
derlies and mediates the seemingly magical Proudman–Taylor theorem whereby
slow fluid motions tend to be invariant parallel to the rotation axis in a rapidly-
rotating fluid. Finally, it is worth emphasizing that Inertial waves are dispersive,
anisotropic and are characterized by circular particle motions.

3. Alfvén waves and magnetic tension

3.1. The Lorentz force, magnetic field lines and Magneto-Inertial oscillations

Next, let us consider how waves can arise due to the presence of a magnetic
field permeating an electrically conducting fluid that is not rotating. A sim-
ple thought experiment [22] is useful for illustrating the physical mechanism at
work. Imagine a uniform magnetic field is permeating a perfectly conducting
fluid, and a uniform flow is initially normal to the magnetic field lines. Accord-
ing to the frozen flux theorem, fluid flow will distort the magnetic field lines so
they become curved. The curvature of magnetic field lines produces a magnetic
(Lorentz) force on the fluid in a direction opposing further curvature, as specified
by Lenz’s law. Following Newton’s second law, this Lorentz force then changes
the momentum of the fluid, pushing it (and consequently the magnetic field lines)
back towards the original, undistorted state.

As the curvature of the magnetic field lines increases, so does the strength
of the restoring force. Eventually the Lorentz force becomes strong enough to
reverse the direction of the fluid flow. Magnetic field lines are pushed back to
their original, undistorted configuration and the Lorentz force associated with
their curvature weakens until the field lines become straight again. The sequence
of flow causing field line distortion and field line distortion exerting a force on the
fluid now repeats, but with the initial flow (a consequence of fluid inertia) now
present in the opposite direction. In the absence of dissipation this Magneto-
Inertial oscillation will continue indefinitely. Figure 1 shows one complete cycle
of such an oscillation. If a magnetic field line is disturbed in this manner at one
location, then a disturbance will travel along the field line away from this point
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Fig. 1. Schematic illustration of a complete cycle of the basic oscillation mechanism underlying
Alfvén waves.

due to the coupling provided between adjacent fluid parcels by the magnetic field
line which resists strong curvature. Such travelling disturbances arising from
the balance between magnetic (Lorentz) forces and inertial effects are known as
Alfvén waves after Hannes Alfvén who discovered them [5].

Additional physical intuition concerning Alfvén waves can be obtained by an
analogy between the response of a magnetic field line distorted by fluid flow
and the response of an elastic string when plucked. Both rely on tension as a
restoring force, elastic tension in the case of the string and magnetic tension in
the case of the magnetic field line. Both result in transverse waves propagating in
directions perpendicular to their displacement. When visualizing Alfvén waves it
can be helpful to think of a fluid as being endowed with a pseudo-elastic nature by
the presence of a magnetic field, and consequently supporting transverse waves.
Lucid accounts of the basic principles of Alfvén waves can be found in the books
by Alfvén and Fälthammar [6] and Davidson [22].

3.2. The Alfvén wave equation

To deduce the properties of Alfvén waves in a more quantitative manner, one fol-
lows the classical approach of deriving a wave equation. Consider a uniform,
steady, magnetic field B0 imposed in infinite, homogeneous, incompressible,
non-rotating electrically conducting fluid of density ρ and magnetic permeability
µ. For simplicity, viscosity is neglected and the fluid is assumed to be perfectly
conducting.

Now imagine that the fluid is perturbed by an infinitesimally small flow u
inducing a perturbation magnetic field b. Ignoring terms that are quadratic in
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small quantities, the linearized equations describing conservation of momentum
and the evolution of the magnetic fields (by frozen flux advection) are

∂u

∂t︸︷︷︸
Inertial

acceleration

= − 1
ρ

∇p

︸ ︷︷ ︸
Combined mechanical and
magnetic pressure gradient

+ 1
ρµ

(B0 · ∇) b.

︸ ︷︷ ︸
Lorentz acceleration

due to magnetic tension

(3.1)

∂b

∂t︸︷︷︸
Change in the
magnetic field

= (B0 · ∇) u.︸ ︷︷ ︸
Stretching of magnetic
field by fluid motion

(3.2)

Taking the curl (∇×) of (3.1) gives an equation describing how the fluid vorticity
ξ = ∇ × u evolves

∂ξ

∂t
= 1

ρµ
(B0 · ∇) (∇ × b) . (3.3)

∇× (3.2) gives

∇ × ∂b

∂t
= (B0 · ∇) ξ . (3.4)

To find the wave equation, take a further time derivative of (3.3) so that

∂2ξ

∂t2 = 1
ρµ

(B0 · ∇)

(
∇ × ∂b

∂t

)
, (3.5)

and then eliminate b using an expression for 1
ρµ (B0 · ∇) (∇ × ∂b/∂t) in terms

of ξ obtained by operating with 1
ρµ (B0 · ∇) on (3.4)

1
ρµ

(B0 · ∇)

(
∇ × ∂b

∂t

)
= 1

ρµ
(B0 · ∇)2 ξ . (3.6)

When this is substituted into (3.5) the Alfvén wave equation is obtained

∂2ξ

∂t2 = 1
ρµ

(B0 · ∇)2 ξ . (3.7)

The term on the right hand side arises from the restoring force caused by the
stretching of magnetic field lines.
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3.3. Alfvén wave dispersion relation and properties

Substituting a simple plane wave solution of the form ξ = Re{ ξ̂ ei( k·r−ωt)} into
the Alfvén wave equation (3.7), valid solutions are possible provided that

ω2 = B2
0 (k · B̂0)

2

ρµ
, (3.8)

where B̂0 = B0/ |B0|.
(3.8) is the dispersion relation for Alfvén waves. It is a quadratic equation in

ω, so the well known quadratic formula can be used to find explicit solutions for
ω, which are

ω = ±vA(k · B̂0), (3.9)

where vA known is the Alfvén velocity

vA = B0

(ρµ)1/2 . (3.10)

This derivation illustrates that the Alfvén velocity is the speed at which an Alfvén
wave propagates along magnetic field lines. Alfvén waves are non-dispersive be-
cause their phase velocity is independent of |k| and equal to their group velocity
are equal. Alfvén waves are however anisotropic, with their properties dependent
on the angle between the background magnetic field and the wave propagation
direction. Finally, it should be remarked that particle motions associated with
simple Alfvén waves are linearly polarized.

4. Magnetic Coriolis (MC) waves

4.1. Force balances in rapidly-rotating, hydromagnetic fluids

Considering a system that is both rapidly-rotating and strongly influenced by a
magnetic field, both magnetic field tension and vortex tension must be consid-
ered leading to a combination of Alfvén waves and Inertial waves. Lehnert [66]
demonstrated that in the simplest case when the rotation axis and the background
magnetic field are aligned, two scenarios are possible:

1. Lorentz and Coriolis forces act together: Fast MC waves
Circularly polarized motion of the velocity perturbation, caused by the rota-
tion of the fluid, occurs in an anti-clockwise direction. Therefore the Coriolis
force acts in the same direction as the restoring Lorentz force caused by the
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deviation of the fluid element (and magnetic field) from its undisturbed posi-
tion. The restoring force due to the sum of the Lorentz and Coriolis forces
is therefore strong and causes rapid motion and significant inertial accelera-
tion. The resulting hydromagnetic waves are typically faster than pure Alfvén
waves and are therefore known as fast MC waves.

2. Lorentz and Coriolis forces in opposition: Slow MC waves
On the other hand, if the circularly polarized motion of the velocity perturba-
tion occurs in an clockwise direction, the Coriolis force acts in the opposite
direction to the restoring Lorentz force. The restoring force is thus weakened
and the resulting particle motions are slow and do not involve significant iner-
tial acceleration. These hydromagnetic waves are typically slower than pure
Alfvén waves and are known as slow MC waves. Note that the kinetic energy
associated with slow MC waves is much less than that associated with fast
MC waves, though the slow waves still involve significant magnetic energy.

In general, the rotation axis and background magnetic field will not be par-
allel and the situation will be more complex. Nevertheless, the physical picture
of circular particle motions involving Lorentz and Coriolis forces combining to
produce fast and slow MC modes remains intact.

4.2. The MC wave equation

To derive the MC wave equation for a rapidly-rotating fluid permeated by a strong
magnetic field in the absence of viscous and magnetic diffusion, the starting point
is the linearized momentum equation including Coriolis, Lorentz and inertial ac-
celeration

∂u

∂t
+ 2(! × u) = − 1

ρ
∇p + 1

ρµ
(B0 · ∇)b, (4.1)

and the frozen flux induction equation

∂b

∂t
= (B0 · ∇)u. (4.2)

Taking the curl of each of these, using the solenoidal properties of the magnetic
and velocity fields, and recognizing the vorticity ξ = ∇ × u leads to

∂ξ

∂t
− 2(! · ∇)u = 1

ρµ
(B0 · ∇)(∇ × b), (4.3)

and

∂(∇ × b)

∂t
= (B0 · ∇)ξ . (4.4)
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A further time derivative of (4.3) and substituting from (4.4) enables these to be
combined into a single vorticity equation

∂2ξ

∂t2 − 2(! · ∇)
∂u

∂t
= 1

ρµ
(B0 · ∇)2ξ . (4.5)

Taking the curl of this and using the property ∇ × ξ = ∇ × (∇ × u) = −∇2u
gives

−2(! · ∇)
∂ξ

∂t
=

(
∂2

∂t2 − 1
ρµ

(B0 · ∇)2
)

∇2u. (4.6)

Finally taking ∂/∂t (4.5) gives an expression for ∂ξ/∂t that can be substituted
into (4.6) to eliminate ξ leaving a single equation for the perturbation velocity u.
This is known as the Magnetic Coriolis (MC) or Alfvén-Inertial wave equation
[3, 22, 66],

(
∂2

∂t2 − 1
ρµ

(B0 · ∇)2
)2

∇2u = −4(! · ∇)2 ∂
2u

∂t2 . (4.7)

4.3. MC wave dispersion relation and properties

The MC wave equation is considerably more complex than the Alfvén and Iner-
tial wave equations: it is 4th order in the time derivative, leading us to expect the
existence of 4 different modes. These modes can be identified as before by sub-
stituting a plane wave anstatz u = Re{̂uei(k·r−ωt)} into the wave equation (4.7)
which yields

(
(B0 · k)2

ρµ
− ω2

)2

k2 − 4(! · k)2ω2 = 0. (4.8)

Taking the final term to the right hand side, dividing through by k2 and taking the
square root it can be seen that the possible solutions are

(B0 · k)2

ρµ
− ω2 = ±2(! · k)

|k| ω. (4.9)

These are two quadratic equations in ω: each can be solved using the usual
quadratic formula to obtain the four solutions

ωMC = ± (! · k)

k
±

(
(! · k)2

k2 + (B0 · k)2

ρµ

)1/2

. (4.10)
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When the two signs are the same polarity, then 2 fast MC waves (with Lorentz
and Coriolis forces reinforcing each other) travelling in opposite directions are
obtained. When the two signs are of different polarity, 2 slow MC waves (with
Lorentz and Coriolis forces opposing each other) travelling in opposite directions
are obtained.

Note that in the limit where rotation becomes unimportant (! → 0) the
Alfvén wave dispersion relation ω = ±(B0 · k)/

√
ρµ is recovered, while in

the opposite limit when magnetic fields are unimportant (B0 → 0) the Inertial
wave dispersion relation ω = ±2(! · k)/k is obtained.

If the frequency of Inertial waves is much larger than the frequency of Alfvén
waves so that

|2(! · k)/k| ( |(B0 · k)/
√
ρµ| (4.11)

(i.e. if rotation is sufficiently rapid) then it is possible to carry out a Taylor series
expansion of (4.10) in the small quantity k2(B0 ·k)2/4(! ·k)2ρµ. One then finds
a very clear splitting of the fast and slow wave frequencies such that the leading
order expressions for the dispersion relations are

ω
f
MC = ± (2! · k)

k

(
1 + k2(B0 · k)2

4(! · k)2ρµ

)
, (4.12)

and

ωs
MC = ± k(B0 · k)2

2(! · k)ρµ
. (4.13)

Remembering that k2(B0 · k)2/4(! · k)2ρµ is a small quantity, it is observed
in this limit that the fast MC wave (ωf

MC) is essentially an Inertial wave slightly
modified by the presence of a magnetic field such that the wave frequency is
higher than that of a pure inertial wave. Thus frequencies greater than 2# that
are impossible for pure inertial waves are possible for fast MC waves. This fact
can be a useful diagnostic property when trying to determine the type of waves
present in an experiment or simulation.

The slow MC wave (ωs
MC) that emerges in this limit emerges signifies a new

fundamental timescale for rapidly-rotating, hydromagnetic systems

τMC = 2#ρµL2

B2
0

, (4.14)

where L is the lengthscale associated with a slow MC wave disturbance. Note
that this is the square of the Alfvén wave timescale divided by the inertial wave
timescale. Thus, the faster the rotation, the longer τMC becomes, while the
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stronger the magnetic field is, the shorter τMC becomes. Physically, this is be-
cause the Lorentz force is the fundamental restoring mechanism, with the Corio-
lis force acting to oppose it. It is worth reiterating that inertia plays no role in the
slow MC waves in this limit: they are a consequence of a slowly evolving push
and pull between the Lorentz force and the Coriolis force. Slow MC waves are
therefore sometimes also called magnetostrophic waves [74].

Slow MC waves are both anisotropic and dispersive with their phase and group
velocity taking the form

Cph = (B0 · k)2

2(! · k)kρµ
k, (4.15)

Cg = k(B0 · k)2

2(! · k)ρµ

(
k

k
+ 2B0

(k · B0)
− !

(k · !)

)
. (4.16)

The slow MC wave has attracted the attention of geophysicists because τMC ∼
300 years for plausible geophysical parameters of 2π/k ∼ 2.75 × 106 m and
B0 ∼ 5 × 10−3 T). This is coincident with timescale of observed wave-like
geomagnetic secular variation signals [42].

Hide (see Appendix A) and Malkus (see Appendix B) have extended models
of MC waves to take account of spherical geometry. Hide used a β-plane ap-
proach similar to that commonly employed in meteorology and oceanography.
Malkus used a special cylindrically symmetric, force free, imposed magnetic
field in full sphere geometry to simply the spherical MC wave problem to a com-
plex variable generalization of the well known Inertial wave problem in a sphere.

5. Magnetic Archimedes Coriolis (MAC) waves

5.1. Influence of density stratification and convective instability

In this section, the generalization of MC waves to the case including density strat-
ification that can drive convection is described. Density variations are introduced
by imposing a background temperature gradient, this can produce both stable
stratification or convective instability. The Boussinesq approximation [21] to the
heat and momentum equations is also employed for simplicity. The wave mo-
tions resulting in this scenario, when magnetic fields, density gradient and rapid
rotation are present, are known as Magnetic Archimedes Coriolis (MAC) waves.

The dimensional linearized equations describing Boussinesq rotating magne-
toconvection in an infinite plane layer geometry are

2! × u = − 1
ρ0

∇p + 1
µρ0

(B0 · ∇) b + γ α,ẑ, (5.1)
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Fig. 2. Infinite plane layer setup for MAC waves. Gravity is imposed parallel to the rotation axis (as
is the imposed temperature gradient, not shown). The imposed magnetic field is uniform but at an
arbitrary angle to the rotation axis.

∂b

∂t
= (B0 · ∇)u, (5.2)

∂,

∂t
= −β ′( ẑ · u). (5.3)

Cartesian co-ordinates (x̂, ŷ, ẑ) have been employed with the axis of rotation
chosen to lie along ẑ (see Fig. 2). The imposed magnetic field is chosen to be
uniform (i.e. ∇B0 = 0) but in an arbitrary direction, so B0 = (B0x x̂ + B0y ŷ +
B0zẑ). The uniform background temperature gradient is ∇T0 = β ′̂z. In a gravity
field g = −γ ẑ, the buoyancy force is therefore ρ0γ α, in the ẑ direction, where
T = T0 + , and α is the thermal expansivity. Note that β ′ ( 0 implies less
dense fluid overlies more dense fluid (stable stratification) while β ′ % 0 implies
colder and more dense fluid overlies hotter and less dense fluid, a situation that
is unstable to convection.

Note that in (5.1) to (5.3) the inertial term (∂u/∂t) as well as viscous, mag-
netic and thermal diffusion have been ignored, in order to focus attention on the
essential physics involving the Lorentz (Magnetic), buoyancy (Archimedes) and
Coriolis forces. Ignoring the inertial term in the previous section would have
resulted in only the slow MC mode being obtained, a similar filtering out of the
fast mode occurs here. ρ0 rather than ρ is now used to represent the fluid density
to emphasize that the Boussinesq approximation has been made.
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Taking ∂
∂t ∇× (5.1) to eliminate pressure gives

2(! · ∇)
∂u

∂t
= (B0 · ∇)

µρ0

∂

∂t
(∇ × b) + γ α

∂

∂t
(∇ × ,ẑ ), (5.4)

while taking ∇× (5.2) yields

∂

∂t
(∇ × b) = (B0 · ∇) (∇ × u). (5.5)

Substituting from (5.5) into (5.4) for ∂
∂t (∇ × b) gives a vorticity equation quan-

tifying the MAC balance with terms arising from Coriolis force on the left hand
side and terms arising from the magnetic and buoyancy forces on the right hand
side

2(! · ∇)
∂u

∂t
= (B0 · ∇)2

µρ0
(∇ × u) + γ α

∂

∂t
(∇ × ,ẑ ). (5.6)

Operating on this with (B0·∇)2

µρ0
∇× gives

2(! · ∇)
∂

∂t

(B0 · ∇)2

µρ0
(∇ × u) =

[
(B0 · ∇)2

µρ0

]2

(∇ × (∇ × u))

+ γ α
(B0 · ∇)2

µρ0

∂

∂t
(∇ × (∇ × ,ẑ )). (5.7)

(5.7) can be simplified by noting that (B0·∇)2

µρ0
(∇ × u) can be eliminated by us-

ing (5.6) again, and remembering that for an incompressible fluid ∇ × (∇ ×u) =
−∇2u. Then taking the dot product of (5.7) with ẑ one also recognizes that
ẑ · (∇ ×,ẑ) = 0 and ẑ · (∇ × (∇ ×,ẑ)) = −( ∂2

∂x2 + ∂2

∂y2 ), = −∇2
H,. Carrying

out these operations it is found that

4(! · ∇)2 ∂2

∂t2 uz = −
[

(B0 · ∇)2

µρ0

]2

∇2uz − γ α
(B0 · ∇)2

µρ0
∇2

H

∂,

∂t
. (5.8)

Finally, making use of the linearized heat equation (5.3) to eliminate ∂,
∂t , a sixth

order equation in uz is obtained. This is the diffusionless MAC wave equation [9]


4(! · ∇)2 ∂2

∂t2 +
[

(B0 · ∇)2

µρ0

]2

∇2 − γ αβ ′ (B0 · ∇)2

µρ0
∇2

H



 uz = 0. (5.9)
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Properties of diffusionless MAC waves can now be deduced by substitution of
plane wave solutions of the form uz = Re{ûze

i(k·r−ωt)}, where k is the wavevec-
tor and ω is the angular frequency

4(! · k)2ω2 −
[

(B0 · k)2

µρ0

]2

k2 − (B0 · k)2

µρ0
γ αβ ′(k2

x + k2
y) = 0. (5.10)

This expression can be written more concisely by observing that terms in it cor-
respond to characteristic angular frequencies for Alfvén waves (see Section 3),
internal gravity waves in a thermally stratified fluid, and Inertial waves (see Sec-
tion 2), respectively defined as

ω2
M = (B0 · k)2

µρ0
, ω2

A =
γ αβ ′(k2

x + k2
y)

k2 , ω2
C = 4(! · k)2

k2 . (5.11)

Using these simplifies (5.10) to

ω2
Cω

2 − ω4
M − ω2

Mω2
A = 0. (5.12)

Solving for ω gives the MAC wave dispersion relation which must be satisfied
by the angular frequency and wavevectors of plane MAC waves [9, 93]

ωMAC = ±ω2
M

ωC

(

1 + ω2
A

ω2
M

)1/2

= ±ωs
MC

(

1 + ω2
A

ω2
M

)1/2

. (5.13)

Due to the importance of this result, for completeness it is also worth stating the
full expression which is

ωMAC = ± k (B0 · k)2

2ρ0µ(! · k)

(

1 +
γ αβ ′ρ0µ(k2

x + k2
y)

k2 (B0 · k)2

)1/2

. (5.14)

An alternative derivation of this relation is given by Soward and Dormy [94] who
follow Braginsky [10] in using an elegant formulation in terms of the displace-
ment vector of the wave perturbations. This approach is useful for clearly show-
ing how MAC waves are associated with elliptical particle motions. The more
pedestrian derivation given above is preferred here because it involves quanti-
ties that are more straight-forward to interpret physically, and because links to
simpler forms of waves are more transparent.

Note that (5.14) is singular if B0 · k = 0 or if ! · k = 0, so diffusionless
MAC waves cannot propagate normal to magnetic field lines or to the rotation
axis. The frequency of MAC waves depends strongly on their wavelength (i.e.,
they are highly dispersive) and on their direction compared to the direction of the
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rotation axis and the magnetic field direction (i.e., they are anisotropic). When
buoyancy forces are absent (α = 0), the dispersion relation simplifies to that
for slow MC waves (remember the inertial terms were filtered out in this deriva-
tion).

The important extra ingredient introduced in the presence of thermal stratifi-
cation is that if the background temperature gradient β ′ % 0 then ω2

A will be
negative so ωMAC will have an imaginary part, thus there will a growing or un-
stable mode. This is of course a thermally-driven (convective) instability: MAC
waves in this case are the form in which rotating magnetoconvection is mani-
fested. On the other hand, if the thermal stratification is stable with β ′ ( 0 then
this imaginary part is absent and the MAC waves are stable free waves. In the
latter case the stable stratification acts increase the frequency of the MAC waves
compared to MC waves. A complete and rigorous analysis of the growth rates of
MAC waves requires one to assume that ω is complex and to look at the real and
imaginary parts of the resulting dispersion relation.

5.2. Influence of diffusion

Thus far, the influence of any form of dissipation (viscous, magnetic or thermal
diffusion) has been neglected in order to simplify both the mathematical analysis
and the physical picture. In this section these effects are re-introduced. Naively,
the presence of dissipation might be expected to merely damp disturbances and
irreversibly transform energy to an unusable form. Although such processes cer-
tainly occur, the presence of diffusion also has more unexpected consequences.

Perhaps most importantly, diffusion adds extra degrees of freedom to the sys-
tem, permitting exchange of heat, momentum and magnetic fields with the sur-
roundings. This can aid the destabilization of waves that were stable in the ab-
sence of diffusion (see [84, 85] and [2]). Mathematically, the diffusion coeffi-
cients appear as part of the complex dispersion relation determining the growth
rate, and not just in a simple dissipative manner. The result is that MAC/MC
wave instability can occur for smaller unstable density gradients (or even for sta-
ble density gradients) compared to when no diffusion is present. Since diffusion
is crucial for determining the fastest growing modes, it must be included if one
wishes to determine which MAC wave modes will dominate the solution for a
specified temperature gradient.

The diffusive instability mechanism works most effectively when the oscilla-
tion frequency matches the rate of the dominant diffusion process. The timescale
of the most unstable waves is therefore often similar to that of the diffusion pro-
cess which is facilitating the instability [2]. Diffusion thus introduces new pre-
ferred timescales for unstable MAC waves: those of thermal or magnetic diffu-
sion, in addition to the diffusionless MC/MAC wave timescale.
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To include diffusion in the mathematical description of MAC waves, it is
necessary to replace the operator ∂

∂t by
(
∂
∂t − ν∇2) in the momentum equation,(

∂
∂t − η∇2) in the induction equation, and

(
∂
∂t − κ∇2) in the heat equation. Re-

taining the acceleration (inertial) term in the momentum equation and including
the Laplacian diffusion terms before the substitution of plane wave solutions re-
sults in a rather more complicated, explicitly complex, dispersion relation for
diffusive MAC waves in a plane layer [74, 93, 94],

(
ω2

C(ω + iηk2)2 −
[
(ω + iνk2)(ω + iηk2) − ω2

M

]2)
(ω + iκk2)

+ ω2
A(ω + iηk2)

[
(ω + iνk2)(ω + iηk2) − ω2

M

]
= 0. (5.15)

More detail on diffusive MC waves with and without the inclusion of inertia, and
their troublesome impact on geodynamo simulations can be found in [99] and [54].

6. MAC waves in spherical geometry

6.1. Quasi-geostrophic (QG) models of MAC waves

The simple models presented in previous sections have ignored the presence of
any boundaries, in an attempt to focus on the essential physics. However, many
geophysical and astrophysical systems involve spherical confining geometry. In
this section, an analytic ‘quasi-geostrophic’ (QG) MAC wave model capturing
the important latitudinal variations in planetary vorticity (the origin of Rossby
waves) is outlined, before MAC wave solutions in full spherical geometry derived
by numerical computations are presented in the next section.

Quasi-geostrophic (QG) models of MAC waves (also known in the literature
as QG models of rotating magnetoconvection) were first developed by Busse [14]
and Soward [93] building Hide’s pioneering study of MC Rossby waves [52]
(also see Appendix A). The setup of the QG model is shown in Fig. 3. The
mathematical details of the model are set out in Appendix C.

The crucial new physics in the QG model compared to plane layer models
arises from its sloping upper and lower boundaries. This geometry mimics the
changes experienced by a columnar disturbance3 as it moves latitudinally in a
spherical shell geometry [13, 15, 52]. The sloping boundaries cause stretching or
compression of a columnar disturbance as it moves in the direction perpendicu-
lar to the rotation axis. But compressed columns acquire anticyclonic vorticity,
while stretched columns acquire cyclonic vorticity due to conservation of poten-
tial vorticity [77]. The acquired or lost vorticity causes displaced columns to

3The natural structure for slow motions in a rapidly-rotating fluid by virtue of the Proudman–
Taylor theorem [49].



426 C.C. Finlay

Fig. 3. Setup of Quasi-Geostrophic sloping annulus model for studying 2D MAC waves that are
structurally invariant parallel to the rotation axis. It includes radial gravity, a radial temperature
gradient and an azimuthal imposed magnetic field. Analysis is carried out in a local co-ordinate
system with ẑ in the direction of the rotation axis, ŷ in the prograde azimuthal direction and x̂ in the
cylindrically radial direction. This figure is modified from Busse (2002) [15].

drift back towards their initial position, while also drifting azimuthally. This is
the basis of the Rossby wave propagation mechanism (e.g. see Busse [15], his
Fig. 2) and is the reason Hide’s model (see Appendix A) also supports Rossby
waves. The QG model therefore includes the Rossby wave mechanism impor-
tant for slow motions in a spherical geometry via its sloping boundaries: this
important physical effect is ignored in plane layer models.

Formally, in the QG approximation, the momentum, induction and heat equa-
tions are integrated in the direction parallel to the rotation axis, along which only
small variations are expected due to the rapid rotation of the system. This results
in equations for the evolution of z-averaged axial vorticity perturbation, electric
current density perturbation and temperature perturbation (see Appendix C for
details) in a 2D plane. The effect of sloping boundaries and the associated de-
viations from geostrophy are taken into account by respecting conservation of
mass at the boundaries. Manipulating the resulting equations to produce a single
wave equation, and substituting a simple wave anstatz ∼ ei(kx+ky−ωt), assuming
the wavenumber in the x̂ and ŷ direction to be the same, leads to the following
complex dispersion relation,

E(−iω + k2) + iβ∗

k
= ERa

−iP r ω + k2 − 0k2

−iP rmω + k2 , (6.1)
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where non-dimensionalization by the depth of the annulus L and the viscous
diffusion timescale has been carried out and the resulting control parameters
are

0 = B2
0

2#µρ0η
= Magnetic diffusion timescale

slow MC timescale
, (6.2)

Pr = ν

κ
= Thermal diffusion timescale

Viscous diffusion timescale
, (6.3)

Prm = ν

η
= Magnetic diffusion timescale

Viscous diffusion timescale
, (6.4)

E = ν

2#L2 = Rotation timescale
Viscous diffusion timescale

, (6.5)

Ra = γ α |∇T0|L4

κν
= Buoyant rise timescale in viscous fluid

Thermal diffusion timescale
, (6.6)

and β∗ is the tangent of the boundary slope. For a full derivation, interested
readers should consult Appendix C.

The first term in dispersion relation (6.1) comes from the inertial and viscous
effects, the second term results from the Coriolis force (actually it is the β-effect
due to the sloping boundary altering the vorticity of columnar disturbances de-
scribed above). The third term represents thermal (convective) forcing due to the
action of gravity on density gradients, and the fourth term describes the influence
of the uniform azimuthal magnetic field.

By looking at (6.1) in different limits, different types of waves can be isolated;
these give insight into the forms of dynamics contained within the QG model.

1. Rossby waves.
Ignoring thermal driving and the influence of magnetic fields leaving inertia,
viscosity and the β-effect arising from column stretching in balance,

E(−iω + k2) = − iβ∗

k
=> ω = β∗

Ek
− i

k2

E
. (6.7)

This is the viscous timescale non-dimensionalization version of the dispersion
relation expected for free Rossby waves, damped by viscous diffusion effects.
These waves travel in the prograde (eastward) direction in the sloping annu-
lus geometry mimicking the scenario outside the tangent cylinder in a thick
spherical shell.
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2. Hide’s slow MC-Rossby waves.
Ignoring viscosity, inertia, thermal driving and magnetic diffusion, the β-
effect is balanced by the magnetic field which is evolving only through frozen-
flux effects,

iβ∗

k
= 0k2

−iP rmω
=> ω = − 0k3

β∗Prm
. (6.8)

This is the dispersion relation expected for Hide’s slow MC-Rossby waves,
travelling in the retrograde (westward) direction with frequency inversely pro-
portional to the β-effect and proportional to the square of the magnetic field
strength (i.e. to 0).

3. Magnetically-modified thermal Rossby waves.
Including the magnetic field but neglecting its time changes, (assuming
ωPrm % 1) while retaining buoyancy force (thermal driving), the dispersion
relation reduces to

E(−iω + k2) + iβ∗

k
= ERa

−iP r ω + k2 − 0. (6.9)

Eliminating Ra from the imaginary part of this equation and using the expres-
sion for Ra obtained from the real part leads to the relation

ω =
β∗k
EPr

(1 + Pr−1)k2 + 0
E

. (6.10)

When the magnetic field is absent (0 = 0), this is the dispersion relation for
Busse’s thermal Rossby waves [13]. For a weak magnetic field, when 0 % 1,
the character of the waves remains essential that of a thermal Rossby wave,
but slightly slowed by the influence of the magnetic field.

4. Thermal magneto-Rossby waves.
For larger 0 the dispersion relation (6.10) is dominated by0 / E and it reduces
to the form

ω = β∗k
0Pr

. (6.11)

This type of wave relies crucially on the magnetic field for its existence: it is
not just a small correction to thermal Rossby waves, but a new type of motion
where the magnetic forces take part in the leading order force balance and vis-
cous forces are less important compared to the case for thermal Rossby waves
[14, 34, 93]. It is commonly referred to as a thermal magneto-Rossby wave
because it involves a balance between magnetic field effects, the Rossby wave
restoring mechanism due to the sloping boundary (β-effect) and is thermally
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driven. As the magnetic field strength increases these waves have low fre-
quency (in contrast to Hide’s slow MC waves, indicating a different role of
the magnetic field in the restoring mechanism), while the waves with short
wavelengths (larger k) have higher frequency.

5. Thermal MC-Rossby waves.
If viscous and inertial terms are again ignored, but if ωPrm ( 1, for example
when magnetic diffusion is negligible, then (6.9) reduces to

ω = 0k3 (P r − Prm)

β∗Pr2
m

. (6.12)

This type of wave is essentially Hide’s slow MC Rossby wave (hence involves
the frozen flux approximation) but thermally driven, so it operates on a much
slower timescale than free MC Rossby waves. It is known as the thermal MC
Rossby wave. Unfortunately, these waves an unlikely to be relevant for liquid
metals because their magnetic diffusion time is much shorter than the thermal
diffusion timescale on which these waves operate, so the frozen-flux approx-
imation necessary to obtain them will not be valid. Note however that MC
Rossby waves could still occur in liquid metals if they are forced by mech-
anisms (other than thermal instability) with characteristic timescales that are
short compared to that of magnetic diffusion.

To summarize, the QG model includes the essential ingredients for modelling
slow motions of a rapidly-rotating fluid in a spherical geometry: motions are
then essentially 2D (invariant parallel to the rotation axis) and they undergo
changes in vorticity as they move towards and away from the rotation axis (the
β-effect). It supports a remarkably rich variety of dynamics; three distinct forms
of thermally-driven 2D MAC waves are possible: magnetically-modified thermal
Rossby waves, thermal magneto-Rossby waves, and thermal MC Rossby waves.
Free Rossby and MC Rossby waves are also possible in the absence of density
stratification. When the magnetic field is strong and Prm is small, as is the case
for liquid metals in planetary cores, thermal magneto-Rossby waves are the most
likely form of QG wave to be excited by convection.

The limitations of the QG model should however also be remembered. In
particular, it will break down if motions are no longer predominantly 2D (in-
variant parallel to the rotation axis), for example, (i) where very strong mag-
netic fields are present; (ii) where the boundary slope approaches infinity in
the equatorial regions of a thick spherical shell (i.e. β∗ ( 1); (iii) when fluid
motions are so rapid that inertia becomes dominant and fast, fully 3D, inertial
waves rather than slower 2D Rossby waves occur; (iv) when the background
magnetic field is no longer uniform, then additional terms are necessary to rep-
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resent the Lorentz force and magnetically-driven 3D instabilities also become
possible. The full spherical model sketched in the next section performs better
under all of these circumstances, but must be solved numerically and lacks the
understanding power provided by concise analytic solutions provided by the QG
framework.

6.2. MAC waves in full sphere geometry

In order to obtain detailed predictions that can be directly related to observations
of spherical systems such as Earth’s core, it is perhaps best to move to full spher-
ical geometry, due to the limitations of the QG model noted at the end of the
previous section.

The problem now becomes a question of efficiently computing the required
solutions. This chapter, being focused on physical understanding, is not a suitable
place to expound the full numerical details. Only a sketch, giving a flavour of how
the spatial structure, frequency and growth rates of wave modes may be obtained
is given. Those readers desiring further details should consult chapter 7 of Finlay
(2005) [43].

The example calculation presented here involves an imposed magnetic field
of the form proposed by Malkus [70] (see Appendix B) with B0 = B0r sin θ φ̂.
This is a force-free field for which the Lorentz force takes a particularly sim-
ple form, which does not drive magnetic instabilities, and is suitable for study-
ing thermally-driven waves. The momentum, induction and heat equations are
solved in a full sphere geometry subject to electrically insulating, stress-free and
isothermal boundary conditions using a version of the spherical magnetoconvec-
tion code of Worland and Jones [57,101] modified by Finlay [43]. The governing
equations are non-dimensionalized using the lengthscale L = r0 (radius of the
sphere) and the viscous diffusion timescale. The control parameters are therefore
again E, 0, Ra, Pr and Prm as defined in (6.2) to (6.6). The equations are lin-
earized around the background magnetic field and a zero velocity field. Working
in spherical polar co-ordinates the ẑ component of the curl and double curl of the
momentum and induction equations are then taken.

Considering trial wave solutions of a particular azimuthal wavenumber and
frequency, the poloidal and toroidal scalars representing the velocity and the mag-
netic fields and the temperature field are expanded in terms of spherical harmon-
ics horizontally and Chebyshev polynomials radially. The collocation method
is then used to formulate the equations on a radial grid. The resulting linear
equations can be written in matrix form as a generalized complex eigenvalue
problem

λBx = Ax, (6.13)
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where λ is the complex eigenvalue representing the frequency and growth rate of
a particular mode, B is a matrix of the factors pre-multiplying the ∂

∂t terms in the
system of equations and A is a matrix containing the pre-factors of all the other
terms in the governing equations. x is a vector containing the unknown coeffi-
cients. The eigenvalue problem for complex λ (for a choice of m and the control
parameters) can be solved, for example using ARPACK routines [43]. One then
iterates varying Ra to locate Rac for the onset of thermally-driven instability (i.e.
the marginally critical mode for which the growth rate is zero), then iterates over
m to find that mc with lowest Rac: this then constitutes the most unstable mode
for a given set of control parameters. Once a mode of interest is found, its eigen-
vector defines the spatial structure of the wave while its eigenvalue determines
the wave frequency and growth rate.

Here, in contrast to previous sections where the focus was on dispersion rela-
tions, the aim is to discuss the spatial structure thermally-driven MAC waves in
a sphere. Figures 4, 5 and 6 show examples of the structure of examples of such
waves, a magnetically-modified thermal Rossby wave and a thermal magneto-
Rossby wave respectively. I have chosen these waves because they were dis-
cussed previously in the context of the QG model (hence they are predominantly
2D), but other fully 3D thermal MAC wave modes are also possible at larger 0
in this spherical system.

All these waves involve spatially periodic disturbances of positive and neg-
ative anomalies in the velocity, magnetic and temperature fields, though their
detailed structure is different. It is worth remarking that the thermal magneto-
Rossby modes that are most likely to be driven by convection in planetary core
involve large amplitude perturbations of the radial magnetic field close to the
outer boundary at low latitudes.

7. Limitations of linear models and towards nonlinear models

All the models discussed so far are linear in the perturbation velocity, magnetic
and temperature fields. As such they are fundamentally limited since they ignore:
(i) saturation mechanisms, (ii) wave-wave interactions, (iii) wave-mean flow in-
teractions. Nonlinear effects are often responsible for development of more com-
plex spatial and temporal structure of disturbances as the forcing of the system is
increased. Furthermore, the models presented above ignore the complications in-
troduced by phase mixing [51]. This occurs when gradients in background fields
lead to frequency (and wavelength) detuning between neighbouring perturbation
fields; it is known to have important implications for both Alfvén waves [51] and
(magnetically-modified) thermal Rossby waves in a sphere [56, 57]. Although
simple linear models are useful for determining the most unstable modes in a
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particular parameter regime, the neglect of nonlinear processes and gradients in
background fields makes detailed comparisons of model results with geophysical
and astrophysical observations a perilous activity.

Some limited progress has been made on developing more sophisticated non-
linear models. Roberts and Stewartson [83] performed a weakly nonlinear anal-
ysis of MAC waves in a plane layer geometry. Eltayeb and co-workers [26, 30]
derived equations for diffusionless MAC waves in a plane layer with a slowly
varying background mean state. Their equations describe the evolution of the
wave amplitude via the conservation of wave action (wave energy divided by
wave frequency per unit volume). Ewen and Soward [31–33] performed a weakly
nonlinear analysis of a QG cylindrical annulus model of MAC waves. They de-
rived and analysed equations describing the amplitude modulation of thermal
magneto-Rossby waves, finding that a geostrophic flow is driven nonlinearly by
the Lorentz forces resulting from magnetic field perturbations, and is linearly
damped by the Ekman boundary layer. They also found that the nonlinear in-
teraction resulting from the geostrophic flow can redistribute energy amongst
wave modes. Cardin and Olson [19] used the QG approximation to numerically
simulate fully non-linear magnetoconvection and found that imposing a strong
magnetic field reduced the observed wavenumber and reduced the amplitude of
zonal flows driven by nonlinear Reynolds stresses.

In full spherical geometry Walker and Barenghi [100] considering only the
leading order nonlinearity of the geostrophic flow found that the resulting flow
strongly influenced the frequency and propagation direction of waves. Zhang
[104] studied nonlinear rotating magnetoconvection in a spherical shell. He found
a nonlinear bifurcation occurred as the Rayleigh number was increased, that in-
volved simultaneous breaking of temporal and azimuthal symmetry leading to
vacillating wave motions.

Theoretical study of nonlinear waves in rapidly-rotating, electrically conduct-
ing fluids in the presence of strong magnetic fields is still in its infancy. In par-
ticular efforts have focused on convection-driven systems to the neglect of other
possible driving mechanisms such as elliptical instabilities, shear instabilities,
boundary layer instabilities and magnetic instabilities. Future investigations into
these possibilities will likely yield important insights enabling better comparisons
with observations.

8. Waves in experiments

Having reviewed the properties of waves in the presence of magnetic fields, ro-
tation and convection using a range of theoretical models, in this section a link is
made to physical reality in the form of laboratory experiments.
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Alfvén waves were first studied experimentally in liquid mercury by Lundquist
[69] and in liquid sodium by Lehnert [65]. These studies confirmed the existence
of Alfvén waves, but also highlighted the difficulty in studying the simplest plane
waves experimentally since at low frequencies their wavelength becomes larger
than the apparatus, while at high frequencies the inertia of the liquid destroys
ideal behaviour. Most recent experimental work on Alfvén waves has focused on
plasmas rather than liquid metals.

Inertial waves have been more intensively studied experimentally. It is likely
that Kelvin himself first observed them in a public demonstration [59]. Interest
in the late 20th century was stimulated by the beautiful study of Schultz [46] and
by the photographs shown in the monograph of Greenspan [49]. Much recent
work has focused on how Inertial waves might be generated by elliptical insta-
bility, for example by tidal straining or precessional forcing (see the studies by
Aldridge and co-workers [4, 91] and LeGal and co-workers [25, 62, 63]) and on
the nonlinear interactions and evolution of Inertial waves, for example leading to
the phenomenon of resonant growth and collapse cycles [62, 71, 72]. In general,
when viscous corrections and appropriate boundary conditions are employed,
the predictions of linear theory for inertial wave frequencies, wavenumbers and
growth rates have proved spectacularly successful.

In contrast to the numerous studies of Alfvén and Inertial waves, there have
been only a very small number of studies of wave motions in rapidly-rotating
electrically conducting fluids in the presence of magnetic fields. Lacaze et al. [64]
have studied the induction produced by Inertial waves in a Galinstan cylinder in
the presence of a weak axial magnetic field. Kelley et al. [60] have identified the
induction signature of Inertial waves in a liquid sodium spherical Couette exper-
iment with an applied axial magnetic field. In both cases, the Lorentz force was
not strongly influencing the dynamics, and the magnetic field was simply acting
as a tracer for the Inertial waves. In contrast the DTS experiment at Greno-
ble [20,75], also a spherical Couette experiment using liquid sodium, is designed
to operate in a regime where the Lorentz force constitutes an important part of
the leading order force balance. Preliminary results show non-axisymmetric mo-
tions in this experiment to be dominated by wave motions [90]. It seems likely
that these must are some form of MC wave, but the analysis is complicated by
the coincidence of timescales (magnetic diffusion, Alfvén and inertial) in the ex-
periment, the non-uniform imposed magnetic field and the difficulty in imaging
the interior flow of the liquid metal. Nonetheless, this challenging experiment
is very exciting as it opens up a new avenue for experimental tests of MC wave
theory that promises many further surprises.

At this time, few experiments on MAC waves have yet been reported. Ex-
periments on rotating magnetoconvection in a weak applied field have recently
been reported by Gillet et al. [48]. The rotating magnetoconvection experiment
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at UCLA of Aurnou, King and co-workers promises to approach the interesting
regime where the Lorentz forces play a leading role in the dynamics and heat
transport.

Many possibilities exist for future experiments probing waves in the presence
of magnetic fields, rotation and convection. For example, it would be particu-
larly interesting to build a simple experiment (e.g. with cylindrical geometry and
uniform applied magnetic field parallel to the rotation axis) designed to obtain
a clear splitting of fast and slow MC modes. This would allow the intruiging
slow MC mode to be isolated so its properties might be studied in detail. At
the moment it is a significant engineering challenge to produce splitting of MC
modes due to the large rotation rates required, but such technical issues are not
insurmountable.

9. Waves in numerical dynamo simulations

One of the most powerful tools for understanding the dynamics of geophysical
and astrophysical systems is full numerical simulation of the governing (MHD)
equations. Although currently limited in the regions of parameter space in which
they can accurately operate, such simulations are capable of capturing important
aspects of solar and (especially) terrestrial magnetic field generation and evolu-
tion.

Since they solve the full rotating MHD equations (i.e. the induction equa-
tion and Navier-Stokes equation including Coriolis, Lorentz and full non-linear
inertial terms), and typically drive motions via thermal convection, these simu-
lations can in principle capture Alfvén, inertial, MC and MAC waves. In fact,
such waves are often viewed as a nuisance by modellers since they place tight
requirements on time-steps necessary to capture the dynamics [54,99]. However,
in present simulations the influence of diffusion (especially viscous and thermal
diffusion) is stronger than in true geophysical and astrophysical systems due to
computational constraints. As a consequence many potentially interesting waves
are often over damped and are not able to be studied.

Nonetheless, a few preliminary studies suggest that simulations are beginning
to reach the regimes where they can provide interesting information concerning
waves. Glatzmaier has reported 2D simulations of magnetoconvection where
Alfvén waves are clearly evident, while Dumberry [24] and Wicht have indepen-
dently studied the special case of geostrophic Alfvén waves (Torsional Oscilla-
tions) in fully 3D geodynamo simulations. In my Ph.D. thesis [43], I showed that
in a rather simple 3D, convection-driven, dynamo with Rayleigh number only
3 times critical, thermally-driven magneto-Rossby waves modes of convection
could be identified. In simulations with more realistic parameters (lower Ekman
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number and more super-critical Rayleigh number) more localised wave-like fea-
tures were found in both the velocity field and the magnetic field close to the
outer boundary.

Investigations of waves in dynamo simulations with diffusivities as small as
possible, including detailed study of the evolution of the force balance involved
in wave-like features, certainly seems to be a fruitful direction for future research.
The detailed diagnostics provided by simulations should allow many hypotheses
concerning wave motions and their nonlinear evolution to be tested. One of the
biggest and most important questions that simulations can answer is what role
MC/MAC waves play when the magnetic field structure is not uniform, but is
dominated by compact regions of strong magnetic field where dynamo action
occurs. There Lorentz forces will be particularly dominant and phase mixing of
waves is likely to occur. Such questions cannot be answered by simple linear
theories with uniform applied fields such as those presented in previous sections.

10. Concluding remarks on waves in geophysical and astrophysical systems

In these lecture notes, I have reviewed the theory of waves in the presence of
magnetic fields, rotation and convection and discussed how experiments and nu-
merical simulations are becoming important tools for furthering our understand-
ing of these phenomena.

Are the waves discussed above of geophysical and astrophysical interest?
Since these systems often possess magnetic fields and undergo rapid rotation
they are certainly likely to support waves. Furthermore, they are usually charac-
terized by large hydrodynamic and hydromagnetic Reynolds numbers resulting
from weak viscous and magnetic diffusivities, so it seems plausible that waves
will not be damped too rapidly in these systems. The key question is therefore
whether mechanisms exist for exciting such hydromagnetic waves.

Personally, I find it is hard to imagine how waves could not be important in
many geophysical and astrophysical fluid systems, because they are the natural
response of a hydromagnetic system to perturbation. For example, turbulent con-
vection could continuously excite a very broadband spectrum of waves, similar to
the scenario for the driving helioseismic waves on the sun. Moreover, waves are
the natural manifestation of a variety of instability mechanisms including convec-
tive instability [9], magnetic instability [1], shear instability [39], boundary layer
instability [23] topographical forcing [52] and elliptical (tidal or precessional)
instability [61]. Which (if any) of these mechanisms are relevant depends on the
details of the particular system being studied.

In astrophysical systems involving plasmas or giant gaseous planets, com-
pressibility effects will not be negligible and the theory outlined above will have
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to be modified accordingly. Nonetheless, there is already considerable astrophys-
ical interest in waves similar to those discussed above, for example regarding the
role hydromagnetic waves might play in the dynamics of the tachocline [89].
Considering planetary cores (including that of the Earth), incompressibility is
likely to be a reasonable first approximation, and observations of geomagnetic
field evolution [42] provide intruiging evidence in favour of the existence of
wave-like features. Thermally-driven magneto-Rossby waves advected by back-
ground zonal flows or topographically-driven MC waves appear the most likely
candidates for explaining the geophysical observations [43]. It is presently un-
clear whether elliptical instability could occur in Earth’s core [61] or whether it
could excite slow MC/MAC waves.

Though the basic theory of waves in the presence of magnetic fields, rotation
and convection exists, much remains to be done in order to apply it to geophysical
and astrophysical systems. The input from experimental studies in coming years
together with development of nonlinear theories of wave-wave and wave-mean
flow interactions informed by study of waves in numerical simulations, are likely
to be crucial in the future development of the subject.
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Appendix A. Hide’s β-plane model of MC Rossby waves

Hide [52] developed a simple analytical model for MC waves in a spherical shell
geometry. He assumed that the waves would have a two dimensional form, being
to a first approximation invariant parallel to the rotation axis. He was therefore
able to focus on local motions of fluid columns in the eastward x̂ and northward
ŷ directions in spherical geometry and focused on the evolution of the vertical ẑ
component of vorticity. He followed Rossby [88] and assumed that the Coriolis
force could be approximated as varying linearly in the north-south direction at
a fixed latitude. This results in the a simplification of the Coriolis force to the
form −f uy in the eastward direction and f ux in the northward direction, where
fc = 2# sin θlat + 2# cos θlat

c y = f0 +βy and c is the outer radius of the spherical
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shell. Though β = 2# cos θlat
c in thin spherical shell, Hide argued that it should

take the opposite sign
(
β = − 2# cos θlat

c

)
in thick spherical shells.

Hide studied a scenario where the imposed magnetic field B0 was uniform
but inclined at an arbitrary angle to the eastward direction; here I present his
model for a special case when B0 is purely eastwards. The background veloc-
ity field is also assumed to be zero for simplicity. Magnetic and viscous dif-
fusion and all thermal and density stratification effects are also neglected. The
linearized equations governing the evolution of the velocity field and magnetic
field disturbances (u, b) on the β-plane, after the subtraction of the leading order
geostrophic balance between pressure and the constant part of the Coriolis force
(f0 = 2# sin θlat), are then

∂ux

∂t
− βyuy = − 1

ρ0

∂p

∂x
, (A.1)

∂uy

∂t
+ βy ux = − 1

ρ0

∂p

∂y
+ B0

ρ0µ0

(
∂by

∂x
− ∂bx

∂y

)
, (A.2)

∂bx

∂t
= B0

∂ux

∂x
, (A.3)

∂by

∂t
= B0

∂uy

∂x
, (A.4)

where B0 is the strength of the background magnetic field. Note for this special
case of B0 = B0x̂ there is no Lorentz force term in (A.1).

Taking the curl of the momentum equations ( ∂
∂y of (A.1) minus ∂

∂x of (A.2))
yields the ẑ component of the vorticity equation

∂ζ

∂t
+ βuy = B0

ρ0µ0

∂

∂x

(
∂by

∂x
− ∂bx

∂y

)
, (A.5)

where ζ =
( ∂ux
∂y − ∂uy

∂x

)
is the z component of vorticity. Taking the time derivative

of (A.5), substituting from ∂
∂y (A.3) and ∂

∂x (A.4) and operating with ∇2
H =

(
∂

∂x2 + ∂
∂y2

)
to eliminate uy , an equation for the evolution of ζ on the β plane is

obtained
(
∂2

∂t2 − B2
0

ρ0µ0

∂2

∂x2

)

∇2
Hζ + β

∂

∂t

(
∂ζ

∂x

)
= 0. (A.6)

Plane wave solutions of the form ζ = ζ̂ ei(kx+ky−ωt), where k is the wavenumber
of the disturbance (for simplicity assumed to be the same in the northward and
eastward directions), and ω is the angular frequency of the waves, can now be
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considered. Substituting the plane wave solutions into (A.6) yields the dispersion
relation

ω2 + βω

k
− B2

0k2

ρ0µ0
= 0. (A.7)

This quadratic equation can be solved to give an expression for ω in terms of k,

ω = − β

2k
± β

2k

(

1 + 4B2
0k4

ρ0µ0β2

)1/2

. (A.8)

For long wavelength disturbances in a rapidly-rotating fluid
( 4B0k

4

ρ0µ0β2

)
will be

small and a Taylor expansion in this parameter shows that two rather different
solutions for ω are possible to leading order

ωr = −β

k
and ωm = B2

0k3

µ0ρ0β
. (A.9)

The mode ωr is recognizable as a Rossby wave on a β-plane [49, 88]. Rossby
waves are the special low-frequency, columnar, uni-directional inertial waves that
arise because of the latitudinal variation of the Coriolis force in spherical shell.
ωm on the other hand corresponds to a wave very similar in form to the slow MC
wave found in a rotating plane layer, but inversely proportional to β = 2# cos θlat

c
rather than 2#. It is often referred to as a (slow) MC Rossby wave or sometimes
as Hide’s wave. Note that if the wavenumbers in the x̂ and ŷ directions are
different then slightly more complicated dispersion relations are obtained, but
the essential physics remains the same.

Appendix B. Malkus’ model of MC waves in a full sphere

Malkus [70] analytically studied MC waves in a full sphere geometry using a
special toroidal and purely azimuthal imposed magnetic field of the form B0 =
B0r sin θ φ̂ where 0 ≤ r ≤ 1. Here, r = r ′/c with r ′ being the dimensional
spherical polar radius, c is the dimensional radius of the outer spherical boundary,
θ is the co-latitude, and B0 is the maximum magnitude of the imposed field at the
outer boundary in the equatorial plane. This field (often called the Malkus field)
is invariant on cylindrical surfaces aligned with the rotation axis and increases
in strength linearly with distance from the rotation axis. It can be conveniently
written in cylindrical polar co-ordinates as B0 = B0s φ̂ where 0 ≤ s ≤ 1 where s
is the normalized cylindrical radius. It is also force free (i.e. ∇ × (∇ ×B0) = 0),
so U0 = 0 is a consistent choice for the co-existing background velocity field.
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Defining the rotation axis to be along ẑ and working in cylindrical polar co-
ordinates (̂s, ẑ, φ̂), the linearized governing equations for the velocity and mag-
netic field perturbations ignoring density stratification and all diffusive processes
are

ρ0
∂u

∂t
+ 2ρ0#( ẑ × u) = −∇p + 1

µ0
[(B0 · ∇)b + (b · ∇)B0] , (B.1)

∂b

∂t
= ∇ × (u × B0). (B.2)

The major difference of the Malkus model compared to studies of uniform im-
posed magnetic fields is in the inclusion of the final term in the momentum equa-
tion (b · ∇)B0 resulting from the non-zero spatial gradient in B0.

For the Malkus field, the Lorentz force and the advection term in the induction
equation take very simple forms. Recognizing that the advection term can be
rewritten as ∇ × (u × B0) = (B0 · ∇)u − (u · ∇)B0 and making use of the
following relations that hold for the Malkus field

(b · ∇)B0 = B0( ẑ × b), (B.3)

(B0 · ∇)b = B0

(
∂b

∂φ
+ ẑ × b

)
, (B.4)

(B0 · ∇)u = B0

(
∂u

∂φ
+ ẑ × u

)
, (B.5)

(u · ∇)B0 = B0( ẑ × u) (B.6)

the governing equations become

ρ0
∂u

∂t
+ 2ρ0#( ẑ × u) = −∇p + B0

µ0

[
∂b

∂φ
+ 2̂z × b

]
, (B.7)

∂b

∂t
= B0

(
∂u

∂φ

)
. (B.8)

Substituting in azimuthally travelling wave solutions of the form

(u, b) = (û(s, z)ei(mφ−ωt), b̂(s, z)ei(mφ−ωt)), (B.9)

where m is the azimuthal wavenumber of the wave, and ω is its angular frequency
leads to the relations

−iωρ0u + 2ωρ0( ẑ × u) = −∇p + B0

µ

(
imb + 2( ẑ × b)

)
, (B.10)

−iωb = imB0u. (B.11)
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Substituting from (B.11) into (B.10) for b and collecting like terms yields a single
equation

L1( ẑ × u) + L2u + ∇p = 0, (B.12)

where

L1 = 2

(

#ρ0 + B2
0m

µ0ω

)

, L2 =
(

−iωρ0 + i
B2

0m2

µ0ω

)

. (B.13)

This has the same form as the momentum equation governing the evolution of
Inertial waves in a sphere [73, 102, 108], but with L2 rather than −iωρ0 and L1
rather than 2ρ0#. The consequence of the presence of the Malkus background
magnetic field is therefore only that the strength of the latitude-dependent Corio-
lis force and the timescale of the inertial response of the fluid have been changed.

(B.12) can be re-written in terms of pressure only (for details of this manipu-
lation consult [70]) as

(
L2

2∇2 + L2
1
∂

∂z

)
p = 0. (B.14)

The appropriate rigid spherical boundary condition (u · n̂ = 0|r=c where n̂ is a
normal to the spherical surface), in a form applicable to pressure can be obtained
using the link between u and p in (B.12) and turns out to be

(
L2

2s
∂

∂s
+ (L2

1 + L2
2)z

∂

∂z
+ iL1L2

)
p = 0. (B.15)

Next, by choosing

λin = 2L2

iL1
so that − λ2

in = 4L2
2

L2
1

(B.16)

the governing equations in p are transformed into the standard form of the
Poincaré equation for Inertial waves in a sphere (see, for example, [102])

(

∇2 − 4

λ2
in

∂

∂z

)

p = 0, (B.17)

and the associated boundary condition
(

s
∂

∂s
+ 2m

λin
− 4

λ2
in

z
∂

∂z

)

p = 0 on s2 + z2 = 1. (B.18)



444 C.C. Finlay

The solution to the Inertial wave problem in the sphere involves finding eigenval-
ues λin and associated eigenvectors which satisfy (B.17) and (B.18). The solu-
tions are very complicated in general and have only recently been written down
explicitly by Zhang and co-workers [108], though Malkus [70] and Zhang [102]
had earlier studied some simple cases.

Regarding λin as known, the angular frequencies ω of the solutions to the
hydromagnetic wave problem in a sphere in the presence of the Malkus magnetic
field are now defined. By substituting expressions for L1, L2 into (B.16) the
relation between λin and ω is found to be

λin =
2
(
−ωρ0 + B2

0 m2

µ0ω

)

2
(
#ρ0 + B2

0 m

µ0ω

) , (B.19)

which can be rearranged into a quadratic equation in the hydromagnetic wave
angular frequency ω

ω2 + #λinω + B2
0m

ρ0µ0
(λin − m) = 0, (B.20)

that has solutions

ω = #λin

2



−1 ±
(

1 − 4B2
0m(λin − m)

#2λ2
inρ0µ0

)1/2


 . (B.21)

In the case of large wavelength disturbances (small m) and rapid rotation, when
4B2

0 m

#2λ2
inρ0µ0

is small, a Taylor series expansion shows that the two possible solutions

are to leading order [70]

ωi ∼ −#λin and ωm ∼ B2
0

#ρ0µ0

m(m − λin)

λin
. (B.22)

ωi is essentially an Inertial wave, that can travel both eastward and westward
depending on the sign of λin, while ωm is a slow MC wave where the inertial
term is unimportant and the Lorentz and Coriolis forces balance each other to
leading order.

The relation between Malkus’ slow MC wave and Hide’s slow MC-Rossby
waves becomes clear if one considers a λin corresponding to a quasi-geostrophic
Inertial wave (QGIW) [17, 105, 108]. Such QGIWs are unidirectional (always
travel eastward because λin is < 0 in a full sphere), and columnar in structure
parallel to the rotation axis: they are in fact none other than Rossby waves in a
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sphere. For such QGIWs with λin < 0, the associated slow MC waves (i.e. the
MC-Rossby wave) will travel westward as predicted by Hide’s analysis.

The ingenious analysis of Malkus, based around a clever choice of imposed
field, thus permits the hydromagnetic wave problem in the full sphere to reduce
to the classic problem of Inertial waves in a full sphere. It should however be
remembered that the Malkus field is rather atypical in its cylindrical symmetry.
In general the effect of the Lorentz forces from magnetic fields will not be able
to be absorbed completely into modified Coriolis and inertial terms.

Appendix C. Busse and Soward’s QG model of MAC waves

Busse [14] and Soward [93] developed a formally precise quasi-geostrophic (QG)
model of 2D (structurally invariant parallel to the rotation axis), thermally-driven
MAC waves. In a cylindrical annulus with sloping upper and lower boundaries,
a uniform azimuthal magnetic field is imposed together with a cylindrically ra-
dial background temperature gradient and gravity field that combine to give a
cylindrically radial buoyancy force (see Fig. 3). The gap D between the inner
and outer cylinders is assumed to be small compared to the height of the annu-
lus L, making it possible to work in a local Cartesian co-ordinate system. In
this scenario it is possible to write !̂ = ẑ, ĝ = −x̂ and ∇̂T0 = −x̂ so that
(u · ∇)T0 = −β ′ux while B0 = B0ŷ so (b · ∇)B̂0 = 0, (B̂0 · ∇)b = ∂b

∂y and

∇ × (u× B̂0) = ∂u
∂y . With these simplifications the linearized momentum, induc-

tion and heat transport equations governing the evolution the velocity, magnetic
and temperature field can be written as,

E

(
∂

∂t
− ∇2

)
u + ( ẑ × u) = −∇p + ERa,x̂ + 0

∂b

∂y
, (C.1)

(
∇2 − Prm

∂

∂t

)
b = ∂u

∂y
, (C.2)

(
∇2 − Pr

∂

∂t

)
, = ux, (C.3)

where maximum height of the annulus L has been used as the unit of length and
the viscous diffusion time has been used as the unit of time. The non-dimensional
control parameters and their physical meanings are defined in (6.2) to (6.6) in the
main text.
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Taking the ẑ component of the curl of (C.1) and (C.2) while defining the axial
component of perturbation vorticity as ζ = ẑ · (∇ × u) and the axial component
of the perturbation electric current density as j = ẑ · (∇ × b) gives

E

(
∂

∂t
− ∇2

)
ζ + ∂uz

∂z
= −ERa

∂,

∂y
+ 0

∂j

∂y
, (C.4)

(
∇2 − Prm

∂

∂t

)
j = ∂ζ

∂y
. (C.5)

The assumption of quasi-geostrophy is next implemented by first integrating
equations (C.4), (C.5) and (C.3) with respect to z and dividing by the depth of the
fluid. ζ , j , and , can then be interpreted as the vertically averaged perturbations
in axial vorticity, axial electrical current and temperature respectively. This is
reasonable because geostrophy (z independence) holds to leading order when the
slope of the top boundary is small (see, for example, [16] for a formal develop-
ment of the QG model and [15] for a discussion of its utility). However, because
of the presence of the sloping top and bottom boundaries, the term ∂uz

∂z arising
from the Coriolis force cannot be z independent if mass is conserved. Conser-
vation of mass for the incompressible fluid (∇ · u = 0) applied at the boundary
requires that4

∫ 1

0

∂uz

∂z
dz = [uz]1

0 = −β∗ux, (C.6)

where the non-dimensional parameter β∗ is the tangent of the angle between the
boundary slope and the equatorial plane, and is related to the dimensional β-
plane parameter appearing in Hide’s model (see Appendix A) by β = 2#β∗/L.
To leading order, the velocity fields in the QG approximation are 2D so they can
be represented by a stream function χ where ux = ∂χ

∂y and uy = − ∂χ
∂x so the ẑ

component of vorticity is ζ = −∇χ . The governing equations for the QG system
in terms of χ , j and , are then,

−E

(
∂

∂t
− ∇2

)
∇2χ + β∗ ∂χ

∂y
= −ERa

∂,

∂y
+ 0

∂j

∂y
, (C.7)

(
∇2 − Pr

∂

∂t

)
, = −∂χ

∂y
, (C.8)

(
∇2 − Prm

∂

∂t

)
j = − ∂

∂y
∇2χ. (C.9)

4This expression ignores the influence of viscous boundary layers and associated Ekman pumping.
It only rigorously applies when free slip boundary conditions are implemented.
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Plane wave solutions for χ , j and , proportional to ei(kx+ky−ωt) (invariant in the
ẑ direction and taking k to be an estimate of the wavenumber in both the x and y
directions for simplicity) can then be substituted into (C.7) to (C.9). This yield
relations between j and χ , and between , and χ

, = −ikχ

−k2 + iP rω
and j = ik3χ

−k2 + iP rm ω
, (C.10)

which when substituted into (C.7) give a dispersion relation for the complex fre-
quency ω

E(−iω + k2) + iβ∗

k
= ERa

−iP r ω + k2 − 0k2

−iP rmω + k2 . (C.11)

This is the QG dispersion relation discussed in the main text that describes vari-
ous types of 2D, thermally-driven, Rossby and MC/MAC waves.
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