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[1] Magnetic fields due to the magnetospheric ring current, together with their induced counterparts, must be
correctly taken into account when modeling the geomagnetic field using modern observatory and satellite
measurements. It is common practice to parameterize the induced field using a response function depending
on a spherically symmetric electrical conductivity model of the solid Earth. Here we show that Earth’s
metallic core should be included in such conductivity models, which has not previously been the case. Abrupt
changes in the amplitude of the ring current during geomagnetic storms excite a wide range of frequencies,
some of which can induce electrical currents in the core. These currents decay very slowly because of the high
conductivity of the core; the resulting induced field will therefore not be of zero mean even when averaged
over many years. We present the results of time domain numerical simulations of induction that demonstrate
the influence of a conducting core in an idealized experiment based on a synthetic geomagnetic storm.
Moving to a more realistic scenario we show that taking 50 years of Dst(t) index as an input, an induced field
Ist(t) with amean value (when averaged over 10 years) of up to −1.5 nT is obtained.We conclude that transient
induction in the metallic core caused by magnetospheric field variations must be included in accurate
portrayals of the near‐Earth magnetic environment.
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1. Introduction

[2] The observed geomagnetic field is a superposi-
tion of signals from a diverse range of sources. The
largest component is due to the magnetohydrody-
namic dynamo operating in Earth’s liquid metal core
which gives rise to geomagnetic secular variation on
time scales of years to millennia [Bloxham et al.,
1989]. Remanent and induced magnetization in the
Earth’s lithosphere provides a contribution indica-

tive of the local features of crustal geology [Langel
and Hinze, 1998]. More rapid variations have
their origin in the electrical currents flowing in
the magnetosphere, such the ring current, tail
currents, magnetopause currents [Baumjohann and
Truemann, 1997], and in the ionosphere, for
example, tidally driven solar quiet time currents,
equatorial electrojets, auroral electrojets and polar
cap currents etc. [Kelley, 2009]. Temporal varia-
tions of external fields in addition induce electrical
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currents within the electrically conducting solid
Earth and oceans; these currents in turn give rise
to secondary internal magnetic fields [see, e.g.,
Kuvshinov, 2008]. Monitoring the geomagnetic
field from satellites and the global network of
magnetic observatories thus provides a wealth of
information concerning both the solid Earth and the
near‐Earth solar‐terrestrial environment. In addi-
tion, operational models of the slowly varying
internal field, for example IGRF‐11 [Finlay et al.,
2010], are widely used by individuals and by com-
mercial organizations as a source of directional
information. The accuracy of these models depends
crucially on the ability to reliably separate con-
tributions from these different sources.

[3] A major challenge in geomagnetism today is to
formulate appropriate models of the fields that
originate in different sources. These representa-
tions should accurately and compactly capture the
essential physics, and facilitate efficient separation
of the various fields. In this study we concentrate
on one aspect of that enterprise, namely how
induction in the solid Earth driven by variations in
the magnetospheric ring current, could be better
parameterized in geomagnetic field models.

[4] Models of the geomagnetic field now rou-
tinely include a basic parameterization of induc-
tion effects. These involve only the first‐order
effects of induction driven by external field var-
iations (assumed to be due to a symmetric ring
current) acting on an electrically conducting upper
mantle that is further assumed to be spherically
symmetric. Maus and Weidelt [2004] and Olsen
et al. [2005] independently proposed that an appro-
priate method of parameterizing this process was
through use of the complex transfer function ~Q1(w)
[see, e.g., Schmucker, 1987] derived from a speci-
fied radial electrical conductivity profile.Within this
framework the Dst(t) index (determined from mea-
surements of the horizontal magnetic field intensity
at the Hermanus, Kakioka, Honolulu, and San Juan
magnetic observatories with an estimated baseline
removed [Sugiura and Kamei, 1991]) is separated
into an external part Est(t) and an internal induced
part Ist(t). This procedure is used in the majority of
recent geomagnetic field models. For example it is
the basis of the parameterization of induction effects
in the CHAOS series of models [Olsen et al., 2006,
2009, 2010] and also in the POMME series of
models [Maus et al., 2006, 2010; Lühr and Maus,
2010]. A very similar procedure but using the VMD
index [Thomson and Lesur, 2007] rather than the
Dst(t) index is used in the GRIMM series of field
models [Lesur et al., 2008, 2010].

[5] All the geomagnetic field models mentioned
above implicitly involve 1‐D electrical conductivity
models of the solid Earth such as that ofUtada et al.
[2003] that assume the Earth below 1000 km depth
is a uniform, weakly conducting sphere. Though this
assumption is very reasonable if one considers only
rapid external field variations with time scales lim-
ited to periods less than 100 days, we will demon-
strate below that if the excitation field contains
power at longer time scales, for example if a wide
range of frequencies are excited during a magnetic
storm, then one must use conductivity models
including a conducting core in order to accurately
model the induced magnetic field. When a con-
ducting core is taken into account we will show that
it is no longer necessary for the internal part ofDst(t),
i.e., Ist(t), to have a zero mean, even when averaged
over time scales longer than 10 years. Thus geo-
magnetic storms are expected to give rise to small
but noticeable induced internal fields even during
magnetically quiet times, due to the long time taken
for the induced currents in the core to decay.

2. Separation of Time Domain Dst(t)
Index Into External and Internal Parts

[6] Maus andWeidelt [2004] andOlsen et al. [2005]
showed how to separate Dst(t) into its internal part
Ist(t) and its external part Est(t) under the simplifying
assumption that one is dealing with a purely dipolar
source field and a spherically symmetric, electrically
conducting mantle. Working in the frequency domain
if one is given the response function ~Q1(w), which
depends only on the assumed electrical conductivity
profile s(r), and ~Dst(w) (the Fourier transform of the
Dst(t) index) then ~I st (the Fourier transform of Ist(w))
can be calculated by the relation

~Ist !ð Þ ¼
~Q1 !ð Þ

1þ ~Q1 !ð Þ
~Dst !ð Þ: ð1Þ

[7] In the time domain, (1) is equivalent to a
convolution,

Ist tð Þ ¼ F�1
~Q1 !ð Þ

1þ ~Q1 !ð Þ

( )
tð Þ � Dst tð Þ; ð2Þ

where F−1 denotes the inverse Fourier transform.

[8] In this study we work in the time domain using
the methodology developed by Velímský and
Martinec [2005]. This enables us to efficiently
study the transient response of the system and to
work directly with the Dst(t) time series. Martinec
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and McCreadie [2004] have shown that in the time
domain the EM induction forward problem can be
formulated with a Dirichlet boundary condition,
where the horizontal component of magnetic field is
prescribed at the satellite altitude. We modified the
code ofVelímský andMartinec [2005] to impose this
boundary condition directly at the Earth’s surface. In
particular, we match the prescribed time‐dependent
dipolar coefficient of the horizontal magnetic field to
the Dst(t) index,

X10 tð Þ ¼ Dst tð Þ ¼ Est tð Þ þ Ist tð Þ: ð3Þ

Note that according to the definition of Dst, the
problem is formulated in the geomagnetic (dipolar)
coordinate system, i.e.,

X #; tð Þ ¼ X10 tð Þ @P10 cos#ð Þ
@#

; ð4Þ

Y #; tð Þ ¼ 0; ð5Þ

where ϑ is geomagnetic colatitude, X, and Y are
components of the magnetic field oriented toward
geomagnetic north and east, respectively, and
P10(cosϑ) is the degree 1 Legendre polynomial.

[9] Given this boundary condition, and a conduc-
tivity profile, the forward modeling scheme predicts
the time‐dependent dipolar coefficient of the vertical
field, Z10(t), for which

Z10 tð Þ ¼ Est tð Þ � 2 Ist tð Þ: ð6Þ

This coefficient is related to the downward compo-
nent of magnetic field by

Z #; tð Þ ¼ Z10 tð ÞP10 cos#ð Þ: ð7Þ

By combining equations (3) and (6), we obtain

Ist tð Þ ¼ Dst tð Þ � Z10 tð Þ
3

; ð8Þ

and, obviously,

Est tð Þ ¼ Dst tð Þ � Ist tð Þ: ð9Þ

[10] Note that since we are dealing with a finite,
discretely sampled, transient signal, the equivalence
of frequency domain approach (1) and the time
domain approaches (2) or (3)–(8) is subject to both
the Shannon sampling theorem and the Paley‐
Wiener theorem [Papoulis, 1984, p. 188]. In par-
ticular, if we cannot resolve the spectrum ~Dst(w) at
very low frequencies, i.e., for periods much longer
than the length of the signal Dst(t) in the time
domain, then equation (1) will not accurately predict

the induced field ~I st(w) in this period range. We note
that the results of Dst(t) separation in the time
domain using any realistic signal can be affected by
a switch‐on effect that occurs at the start of the
integration. The EM induction solver has to be
provided with an initial condition: a snapshot of
magnetic field everywhere in the Earth. For no better
source of information, this is assumed to be zero
[Velímský and Martinec, 2005].

3. Results

3.1. Conductivity Models and Their
Respective Induction Responses

[11] In this study we explore the influence of a range
of possible 1‐D conductivity models obtained by
inversion of data from magnetic observatories,
submarine cables, and low‐orbit satellites (Figure 1
and Table 1). Model U is a semiglobal model
derived byUtada et al. [2003] from observatory and
cable data for Pacific hemisphere. It was previously
used to separate the external and internal fields both
byMaus andWeidelt [2004] andOlsen et al. [2005].
Kuvshinov and Olsen [2006] inverted 5 years of
CHAMP, Ørsted, and SAC‐C satellite measure-
ments to obtain the global conductivity model K.We
also consider the conductivity model O derived by
Olsen [1999] from European observatory data. In all
these models, the homogeneous conductivity of the
lower mantle, below a depth of 1500 km, is extended
down to the center of Earth. In addition we also
consider three models called UC, OC, and KC, that
include an electrically conducting core with radius
3480 km, and uniform conductivity 105 S m−1.

[12] The high‐temperature and high‐pressure mea-
surements of electrical conductivity of iron alloys
provide us with estimates of the core conductivity
within the range of 105–106 Sm−1, where the content
of impurities in the core material is likely the major
source of uncertainty [Stacey, 2007; Stacey and
Loper, 2007]. Therefore, we finally study an addi-
tional model, UC6, also based on Utada’s mantle
conductivity profile, but with the core conductivity
increased to the value of 106 S m−1. We expect that
while the UC, OC, and KC models will provide us
with conservative estimates of the core effect on the
internal field separation, model UC6 will yield an
upper limit.

[13] Although we work in the time domain, which
we believe is preferable for computing transient
responses, it nonetheless provides useful insight to
first discuss the conventional frequency domain ~Q1
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responses. In Figure 1 (right) we present the ampli-
tude responses, computed from each conductivity
model using a 1‐D spherical solver [Pěč et al.,
1985]. In the period range between 1 day and
1 year, the differences between the various con-
ductivity models are negligible for the purpose of
internal‐external field separation. At shorter periods,
the continental and oceanic models deviate slightly
from the global satellite model K in opposite direc-
tions. However, the most striking feature of Figure 1
is the difference between models with and with-
out the highly conductive core at periods longer
than 1 year. The core significantly slows down the
decrease of ~Q1(w) amplitudes. In the presence of
a conducting core, as can be understood from sim-
ple arguments related to the magnetic diffusion
time scale of the core [Everett and Martinec, 2003;
Gubbins and Roberts, 1987], it is only at periods
greater than 105 years (and even more in the case
of UC6 model) that the amplitude of the induced
response drops to zero.

3.2. Induction in the Core due to an
Idealized Geomagnetic Storm

[14] Next, we demonstrate the influence of a highly
conductive core in the time domain using a simple

synthetic model of an isolated geomagnetic storm.
Following Everett and Martinec [2003], we use
an exponential decay model,

Dst tð Þ ¼ H tð Þ exp ��tð Þ; ð10Þ

where H(t) is the Heaviside step function, and
1/a = 4 days is the decay time of a typical storm
[McPherron, 1995]. Thanks to the linearity of the
EM induction problem with respect to the Dirichlet
boundary condition, the results of induced field
separation can be easily rescaled from the syn-
thetic example with unitary peak value to realistic
amplitudes.

[15] Figure 2 shows how the induced field index
Ist(t) can be separated in the time domain, using the
approach described by equations (3)–(8), for con-
ductivity models U, UC, and UC6, respectively. The
effect of including the core is clearly visible. Note
that Ist(t) for all three conductivity models crosses
the zero from positive to negative values at t0 =
11 days, but later zero crossings appear at different
times, depending on the conductivity model. Similar
results were obtained for models O, OC, K, and KC,
they are omitted for the sake of simplicity.

Table 1. Overview of Conductivity Models Used in This Study

Label Reference Region Primary Data Source s core (S m−1)

U Utada et al. [2003] Pacific Observatories, submarine cables 1.00
UC Utada et al. [2003] Pacific Observatories, submarine cables 105

UC6 Utada et al. [2003] Pacific Observatories, submarine cables 106

O Olsen [1999] Europe Observatories 1.46
OC Olsen [1999] Europe Observatories 105

K Kuvshinov and Olsen [2006] Global Satellites 2.21
KC Kuvshinov and Olsen [2006] Global Satellites 105

Figure 1. (left) Spherically symmetric conductivity models U, O, and K (red, green, and blue solid lines, respectively),
models including a conductive core, UC, OC, and KC (red, green, and blue dashed lines, respectively), and model UC6
using upper estimate of core conductivity (red dotted line). (right) Corresponding amplitudes of ~Q1 responses as func-
tions of period.
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[16] Further insight is obtained by calculating the
dependence of average value of Ist(t),

hIsti 0;�ð Þ ¼
1

�

Z�

0

Ist tð Þ dt; ð11Þ

on the averaging length t, as shown in Figure 2
(bottom). Averaging over 50 years yields a signal
of at least 10−5 in the presence of the core (both in
models UC and UC6). This is 3 orders of magnitude
more than in the case without core. For a typical
storm with negative peak value of the order of
−102 nT, and occurring about 103 times within the
50 year interval, we can thus expect a negative shift
of the time‐averaged signal on the order of a few
of nT, if a conductive core is present.

3.3. Time Domain Separation of Dst(t) Into
External and Induced Parts

[17] Next, we move to a more realistic scenario
taking the Dst index as input for our simulations.
We work with a 50 year long time series of the
definitive Dst index (ftp://ftp.ngdc.noaa.gov/STP/

GEOMAGNETIC_DATA/INDICES/EST_IST/),
starting on 1 January 1957, 0000 UTC. The first
value of Dst in this time series is +12 nT. Starting
from a zero initial condition would thus introduce an
artificial jump of 12 nT at the first step of the time
integration. To avoid this artificial transient effect,
we instead begin the time integration at 1700 UTC
on the same day, when Dst reaches zero for the first
time. We have tested starting the simulation from
other zero Dst values occurring during 1957. This
has no effect on presented results for conductivity
models both with and without the core.

[18] Another important factor affecting our results
is the baseline value of Dst. Simulating the response
of the system to a Heaviside step loading at t = 0
shows that for every 1 nT of constant shift of Dst,
there is an average shift of Ist(t) by 0.1 nT in the pre-
sence of the core due to much larger effectivity of
the Heaviside loading at very long periods, compared
to the exponential storm model. This demonstrates
the importance of having a reliableDst baseline value.

[19] We use Dst(t) to excite all seven conductivity
models introduced in section 3.1. Figure 3 shows

Figure 2. Induction by the exponential synthetic storm model. (top) TheDst(t) index and the Ist(t) indices obtained for
conductivity models U, UC, and UC6, respectively. (bottom) The dependence of average values ofDst(t) and Ist(t) on the
length of averaging interval. Synthetic Dst(t) is shown in black, and synthetic Ist(t) is in red, using solid, dashed, and
dotted lines for respective conductivity models.
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the resulting Ist averages, using window lengths of
1 month, 1 year, and 10 years, respectively. There is
a persistent systematic shift by −1 to −1.5 nT present
in all models including the core, although for the
shortest averaging length it is dwarfed by the short‐
time variations of external field. When 1 year aver-
aging length is used, the 11 year solar cycle period
is also pronounced. The long‐term decrease of
hIsti10y between years 1967 and 1990 is also present
in hDsti10y. It is observed only in models UC, UC6,
KC, and OC. Without the conductive core, the
models U, O, and K are insensitive to the long‐
period characteristics of Dst. Though inclusion of
a highly conductive core increases the differences
between different mantle conductivity models, this
effect is rather minor. The effect of uncertainty
in core conductivity is also rather unimportant,

provided it remains within the range of 105–106 S
m−1. We also recall that the inclusion of the core
shifts the running averages of Est by exactly the
same amount, as the corresponding averages of Ist,
but in the opposite direction. This is a direct impli-
cation of equation (3).

[20] A possible difficulty with this experiment is
that Dst(t) is known to have shortcomings on long
time scales of months to years. This sometimes
motivates the detrending Dst(t) prior to its use for
field modeling [Olsen et al., 2005]. However, such
preprocessing is not suitable for the time domain
approach because it gives rise to a substantial
switch‐on effect discussed above. Irrespective of
whether or not Dst(t) is an imperfect driving source,
the physical effect of large geomagnetic storms

Figure 3. Moving averages of Ist(t) index obtained for various conductivity models excited byDst(t). Window lengths
of (top) 1 month, (middle) 1 year, and (bottom) 10 years are used. Color coding of lines corresponds to Figure 1.
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inducing slowly decaying currents in the core seems
unavoidable.

4. Concluding Remarks

[21] Time variations of the magnetospheric ring
current, in particular due to intense geomagnetic
storms, are capable of inducing secondary electric
currents in the Earth’s core. We have demonstrated
that this effect is observable in the geomagnetic field
at the Earth’s surface. Since no electromagnetic
induction occurs at zero frequency, the mean value
of the Ist(t) index characterizing the induced field
at the surface should tend to zero. However, in the
Earth with its highly conductive core, this is true
only for averages over very long time intervals,
much longer than the observation times of relevance
here. Averaging the Ist(t) index over shorter time
windows yields a nonzero shift, of order of a few nT,
to negative values. Throughout this study it has been
assumed that the core is a stationary conductor rather
than a liquid metal. But in reality the outer core
will respond to the perturbations produced by geo-
magnetic storm events through the excitation
of magnetohydrodynamic waves [see, e.g., Jault
and Légaut, 2005; Légaut, 2005]. These will likely
dissipate energy on time scales more rapid than the
magnetic diffusion time scale of a solid core, but it
will nonetheless take many years for the associated
currents to decay. Further work is required to clarify
this process.

[22] The choice of particular mantle conductivity
model used in the separation of external and internal
fields was found to be of only secondary importance.
On the other hand, our results indicate that a highly
conductive core should be taken into account when
one performs the decomposition into Ist(t) and Est(t)
that forms an essential input to modern geomagnetic
field models. The nonzero offset value of Ist(t) will
result in small change in the lowest degree internal
Gauss coefficients of geomagnetic field models.
In addition, slow (month to decade time scale) var-
iations of Ist(t) will affect estimates of the secular
variation and secular acceleration of the core field.
Time series of Ist(t) and Est(t) produced using the
methods described here with the U, UC, and UC6
models may be found online at http://geo.mff.cuni.
cz/∼velimsky/Dst_separation/. For transient time
series of limited length, which contain long‐period
signal components, the time domain approach via
numerical integration of the EM induction equa-
tion seems in this context better suited than a fre-
quency domain decomposition.
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