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S U M M A R Y 

Satellite observations of the geomagnetic field contain signals generated in Earth’s interior by 

electrical currents in the core and by magnetized rocks in the lithosphere. At short wavelengths 
the lithospheric signal dominates, obscuring the signal from the core. Here we present details 
of a method to co-estimate separate models for the core and lithospheric fields, which are 
allowed to overlap in spherical harmonic degree, that makes use of prior information to aid 

the separation. Using a maximum entropy method we estimate probabilistic models for the 
time-dependent core field and the static lithospheric field that satisfy constraints provided by 

satellite observations while being consistent with prior knowledge of the spatial covariance and 

expected magnitude of each field at its source surface. For the core field, we find that between 

spherical harmonic degree 13 and 22 power adds coherently to the established structures, and 

present a synthetic test that illustrates the aspects of the small scale core field that can reliably 

be retrieved. For the large scale lithospheric field we also find encouraging results, with the 
strongest signatures below spherical harmonic degree 13 occurring at locations of known 

prominent lithospheric field anomalies in the nor ther n par t of Easter n Europe, Australia and 

easter n Nor th America. Although the amplitudes of the small scale core field and large scale 
lithospheric field are likely underestimated we find no evidence that obvious artefacts are 
introduced. Compared with conventional maps of the core–mantle boundary field our results 
suggest more localized normal flux concentrations close to the tangent cylinder, and that low 

latitude flux concentrations occur in pairs with opposite polarities. Future improvements in the 
recovery of the small scale core field and large scale lithospheric field will depend on whether 
more detailed prior information can be reliably extracted from core dynamo and lithospheric 
magnetization simulations. 

Key words: Magnetic anomalies: modelling and interpretation; Rapid time variations; Satel- 
lite magnetics; Inverse theory. 
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1  I N T RO D U C T I O N  

Earth’s magnetic field is a result of sources located both within the 
Earth and above its surface in the upper atmosphere (Chapman & 

Bartels 1940 ; Langel & Hinze 1998 ; Olsen & Stolle 2012 ). Spherical 
harmonic analysis indicates that internal sources are responsible 
for the majority of the field (Gauss 1839 ; Hulot et al. 2015 ). The 
spatial power spectrum of the internal field at Earth’s surface is 
steep at low degree (up to approximately spherical harmonic degree 
13) and essentially flat at higher degree (Lowes 1974 ), indicating 
two sources: one deep within the planet and one located near to 
the surface (Voorhies et al. 2002 ; Voorhies 2004 ). These deep and 
shallow sources are thought to correspond to the core dynamo and 
lithospheric magnetization respecti vel y. 
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internal sources. The MAGSAT mission (Langel et al. 1982 ) deliv- 
ered the first set of vector measurements with global coverage al- 
lowing the change in the slope of the spatial power spectra, between 
the wavelengths where core and respectively lithospheric sources 
dominate, to be observed (Langel & Estes 1982 ). With more recent 
satellite missions, in particular the CHAMP (Reigber et al. 2002 ) 
and Swarm (Friis-Christensen et al. 2006 ; Olsen & Floberghagen 
2018 ) missions, it is possible to determine the internal field spec- 
trum out to beyond degree 130 (Maus 2010 ; Olsen et al. 2017 ). 
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he lithospheric field. The conventional approach is to estimate a
ingle internal spherical harmonic field model and then to truncate
t degree 13 to study the core field, for example when plotting maps
f the radial field at the core–mantle boundary (CMB) (e.g. Cain
t al. 1989 ; Olsen et al. 2014 ; Sabaka et al. 2020 ). 

Truncation at a fixed spherical harmonic degree has however
imitations when seeking to isolate the core field. Abrupt truncation
n spectral space may cause ringing in physical space (Whaler &
ubbins 1981 ; Gubbins 2007 ). Fur ther more, the lithospheric field
oes, of course, not stop at degree 14, and there will be some
ontribution to the internal field below 13 from lithospheric sources.
ost seriously all information on the small scale core field above

egree 13 is lost. 
In the 1980s it was suggested that a better way to estimate the

ore field would be to minimize suitable norms of the field com-
lexity at the CMB (Shure et al. 1985 ; Gubbins & Bloxham 1985 ).
his approach, known as spatial regularization of the field, has been
idely adopted for studying the core field over historical (Blox-
am et al. 1989 ; Jackson et al. 2000 ) and palaeomagnetic (Korte
t al. 2011 ; Panovska et al. 2018 ) timescales when data coverage is
parse; it makes use of prior information from seismology on the
epth of the CMB, along with asking for a field that is simple in a
pecific way (as measured by a chosen regularization norm) at the
ource radius. A drawback is that traditional regularizations norms,
uch as the squared value of the radial field or the horizontal gradi-
nt of the radial field integrated over CMB, or Ohmic heating norms
Gubbins 1976 ; Jackson et al. 2000 ), strongly penalize small length
cales and typically cause the spatial power spectrum to decay in
n unphysical fashion abov e de gree 13 (Backus 1988 ; Buffett &
hristensen 2007 ). 
Geodynamo simulations for which the magnetic Reynolds num-

er is of order 1000, as expected in Earth’s core (Christensen &
ilgner 2004 ; Lhuillier et al. 2011 ), involve localized, high ampli-

ude, flux features and spatial spectra at the CMB that are rather flat,
ecreasing only very slowly at spherical harmonic degrees 10–30
see, for example, Schaeffer et al. 2017 ; Aubert et al. 2017 ; Sheyko
t al. 2018 ). Jackson ( 2003 ) and Jackson et al. ( 2007 ) showed that
egularization norms based on the information entropy of the radial
eld at the CMB allowed the estimation of core fields with flat-

er spatial spectra and localized, high amplitude flux features. The
ntropy regularization technique was adapted to time-dependent
pherical harmonic field models by Gillet et al. ( 2007 ) and applied
o satellite observations from the Ørsted, SAC-C and CHAMP mis-
ions by Finlay et al. ( 2012 ). A drawback in these studies was the
eed to abritrarily pick a value for the so-called default parameter
the magnitude of the radial field expected in the absence of data
onstraints) that controlled the width of the entropy distribution and
ence the sharpness of the field structures (Maisinger et al. 2004 ;
ackson et al. 2007 ). Jackson ( 2003 ) and Jackson et al. ( 2007 ) fo-
used on default values of 10 μT for the core field, while Gillet et al.
 2007 ) used 30 μT. Despite many desirable features, entropy-based
eld reconstruction techniques have been little exploited in subse-
uent years in part due to doubts as to how to pick the troublesome
efault parameter. 

An important conceptual step forward in co-estimating core and
ithospheric field sources was made by Holschneider et al. ( 2016 ).
hey suggested how various field sources (including the core and

ithospheric fields) could be co-estimated within a Bayesian frame-
ork making use of prior information, for example on the expected

ource depth and its correlation (or covariance) structure. This ap-
roach has been used to develop temporal sequences of field models
sing a Kalman filter algorithm, being applied to the modelling of
atellite and ground magnetic observations by Ropp et al. ( 2020 ),
opp & Lesur ( 2023 ) and Baerenzung et al. ( 2020 , 2022 ). Using a

imple correlation function and treating the source depth as a free
arameter Baerenzung et al. ( 2020 ) were able to construct stable
aps of the field at the CMB up to spherical harmonic degree 20, al-

hough it was found to be difficult to reliably separate the large scale
ithospheric field. More detailed prior information on the covariance
etween spherical harmonic coefficients in dynamo simulations has
lso been used in combination with observation-based internal field
odels up to degree 13 to infer the core field up to degree 30

Aubert 2015 , 2020 ). On the theoretical side Baratchart & Gerhards
 2017 ) have shown that core and lithospheric fields can be formally
eparated if the lithospheric field sources are localized to a subre-
ion of the spherical surface. Non-Gaussian field distributions thus
eem to aid the separation of fields from different sources, as is well
nown in other contexts such as independent component analysis
e.g. Hyv ärinen & Oja 2000 ). 

Here we build on the above studies and seek to estimate sepa-
ate models for the core and lithospheric fields within a Bayesian
ramework using a maximum entropy method that accounts for spa-
ial covariances found in first principles simulations of the core
ynamo and the lithospheric magnetization. Similar maximum en-
ropy based techniques have pre viousl y been applied to signal sep-
ration problems in cosmology (Hobson et al. 2010 ). Section 2 sets
ut details of our Bayesian model estimation scheme and specifies
he prior information used. Section 3 describes the satellite and
round magnetic observations used. Section 4 presents our results,
ith Appendix A collecting findings from a synthetic test based on
 similar data and modelling setup. We conclude in Section 5 with
 discussion of what has been achieved and suggestions for future
mprovements of the method. 

 M E T H O D O L O G Y  

.1 Geomagnetic field model 

e model Earth’s magnetic field B as a potential field, representing
t by the gradient of a scalar potential V such that 

 = −∇V where V = V 

int + V 

ext , (1) 

ith V 

int the potential due to internal sources and V 

ext that due to
xternal sources. Both core and lithospheric sources contribute to
 

int , we represent each by a separate spherical harmonic expansion

V 

int ( r, θ, φ) = a 
N C ∑ 

n = 1 

(
a 

r 

)n + 1 n ∑ 

m = 0 

×
[ 
g C n,m 

( t) cos mφ + h 

C 
n,m 

( t) sin mφ
] 

P 

m 

n ( cos θ ) (2) 

+ a 
N L ∑ 

n = 1 

(
a 

r 

)n + 1 n ∑ 

m = 0 

×
[ 
g L n,m 

cos mφ + h 

L 
n,m 

sin mφ
] 

P 

m 

n ( cos θ ) , (3) 

here ( r , θ , φ) are geocentric spherical polar coordinates, a is the
arth’s mean spherical reference radius, n is the degree of the spher-

cal harmonic, m the order of the spherical harmonic and P 

m 

n ( cos θ )
re associated Legendre functions. g L n,m 

and h 

L 
n,m 

are spherical har-
onic coefficients describing the lithospheric field, assumed here

o be static, and considered up to a maximum degree of N L = 120.
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g C n,m 

( t) and h 

C 
n,m 

( t) are time-dependent spherical harmonic coeffi- 
cients for the core field, considered up to a maximum degree N C = 

30. These are expanded in time using a B-spline basis, of order 6 
and with a 0.5-yr knot spacing, 

g C n,m 

( t) = 

∑ 

k 

g C n,m,k B k ( t) , (4) 

where B k is the k th basis function of the order 6 B-splines. We 
collect the coefficients describing the core field in a vector m 

C = {
g C n,m,k , h 

C 
n,m,k 

}
and the coefficients describing the lithospheric field 

in a vector m 

L = 

{
g L n,m 

, h 

L 
n,m 

}
. Note that the core and lithospheric 

field representations overlap between spherical har monic deg rees 1 
and 30, additional prior information is therefore needed in order to 
separate them. 

As in the CHAOS-7 model (Finlay et al. 2020 ) these internal field 
coefficients are supplemented by model coefficients m 

ext describing 
the external field, and coefficients m 

q describing the in-flight align- 
ment of the vector magnetometers on each satellite, to give the full 
model vector m = [ m 

C , m 

L , m 

ext , m 

q ] T . 

2.2 Bayesian model estimation 

2.2.1 Entropic priors for the core and lithospheric fields 

We make use of prior information regarding the radial component 
of the core and lithospheric fields at their respective source surfaces, 
the CMB and Earth’s surface. The radial field is e v aluated at each 
source surface on an approximately equal area grid, and values are 
collected into vectors b 

C and b 

L for the core and lithospheric fields, 
respecti vel y. Such knowledge of the radial field at the source surface 
completely defines the potential due to an internal source. These are 
related to the spherical harmonic model coefficients discussed in the 
previous section by 

b 

C ( t p ) = G 

C,t p m 

C and b 

L = G 

L m 

L (5) 

with G 

C,t p and G 

L being matrices that synthesize the radial field 
from the rele v ant spherical harmonic model coef ficients, for the 
core field at some epoch t p . 

Knowledge regarding the spatial covariance of each field at its 
source surface is provided in the form of a priori model covariance 
matrices C C and C L , with lower triangular Cholesky factors L C and 
L L that can be used to transform b 

C and b 

L to latent variables x C 

and x L such that 

b 

C ( t p ) = L C x 
C ( t p ) and b 

L = L L x 
L . (6) 

The latent variables x C and x L therefore describe the core and litho- 
spheric radial fields at their source surfaces in a space where their 
elements are normalized and decorrelated, as is appropriate for the 
application of maximum entropy methods (Maisinger et al. 2004 ). 

It is assumed that x C and x L are each described by an entropic 
probability density function 

P ( x C ) ∝ exp 
[
λC S( x C ) 

]
and P ( x L ) ∝ exp 

[
λL S( x L ) 

]
, (7) 

where S is the information entropy for variables that can take both 
positive and negati ve v alues (Gull & Skilling 1990 ; Hobson & 

Lasenby 1998 ) 

S[ x , ω] = 

M ∑ 

i= 1 

[
ψ i − 2 ω − x i log 

(
ψ i + x i 

2 ω 

)]
, (8) 

where M is in our case the number of gridpoints on the spherical sur- 

face, ψ i = 

√ 

x 2 i + 4 ω 

2 , and ω is a so-called ‘default’ parameter that 
defines the width of the entropy function. The information entropy 
S is a measure of the amount of uncertainty inherent in the distri- 
bution of values x (Shannon 1948 ; Jaynes 2003 ) i.e. it is a measure 
of the width of the distribution. The form we use follows from re- 
quirements of subset independence, coordinate invariance, system 

independence and scaling (Skilling 1988 ). In the geomagnetic con- 
text it can be thought of as measuring the number of ways a given 
distribution of radial field on the source surface can be arranged 
from elementary flux bundles (Jackson 2003 ; Jackson et al. 2007 ); 
fields with larger entropy are simpler in the sense that they can be 
arranged in more ways. 

Assignment of an entropic prior is argued to be an appropriate 
choice in the absence of precise information as to the form of a prior 
pdf (Skilling 1989 ; Hobson et al. 1998 ), and it is compatible with 
possibly non-Gaussian distributions of x . Maximizing the entropy 
essentially broadens the distribution of x as much as possible with- 
out violating the available observational constraints. The resulting 
distribution therefore agrees with what is known but expresses max- 
imum uncertainty with respect to all other matters (Jaynes 1968 ). 
Maximizing the entropy does not introduce additional correlations 
amongst the latent variables (Gull & Skilling 1984 ). 

The factors λC and λL appearing in the entropic pdfs are scaling 
factors. We are able to set these equal to 1 because x C and x L 

have already been normalized via the transform of b 

C and b 

L to 
the latent space (Hobson et al. 2010 ). The transform to latent space 
using the a-priori covariance functions also ensures the entropy is 
computed from uncorrelated variables, an important pre-condition 
for applying the maximum entropy method. 

To put into practice the above scheme we require prior informa- 
tion concerning the covariance structure of the radial fields on the 
source surfaces and the expected widths of the distributions of x 
for each source. We obtain these from first principles simulations 
of the core dynamo and the lithospheric magnetization. Full details 
are provided in Otzen ( 2022 ) only a short summary is given here. 

For the core field prior, we use an ensemble of realizations of 
the core field produced by versions of the coupled-Earth dynamo of 
Aubert et al. ( 2013 ). This numerical dynamo is known for produc- 
ing field structures and patterns of secular variation similar to those 
observ ed ov er the past centuries. To start with we used a collection 
of radial fields realizations, well separated in time, generated by the 
original version of the coupled-Earth dynamo (Aubert et al. 2013 ) 
that has been used in previous field modelling and data assimilation 
studies (Barrois et al. 2017 ; Ropp et al. 2020 ). To this we added radial 
field realizations from a long run of an updated version (71 per cent 
of path) of the coupled-Earth dynamo (Aubert & Gillet 2021 ). Al- 
though these two cases involve different dynamo control parameters 
they lie on a path through control parameter space along which the 
field morphology is essentially invariant (Aubert et al. 2017 ). We 
finally augmented our set of realizations by carrying out rotations 
of the simulated core fields by an arbitrary amount in longitude, this 
was possible because the covariance functions we use do not depend 
on longitude and this enabled us to work with a larger ensemble. 
In all, this resulted in an ensemble of 5688 core field realizations 
up to spherical harmonic degree 30. To be more consistent with the 
observed field we then adjusted the dipole fields from the dynamo 
simulations replacing the n = 1 coefficients with random samples 
from normal distributions with mean values of ḡ C 1 , 0 = −29 000 nT, 
ḡ C 1 , 1 = 0 nT and h̄ 

C 
1 , 1 = 0 nT and standard deviations of 5000, 3000 

and 3000 nT, respecti vel y, the latter being similar to those seen 
in the dynamo realizations. The spread of the power spectra from 

the resulting ensemble encompasses the observed internal field (e.g. 
Finlay et al. 2020 ) up to spherical harmonic degree 13 (Otzen 2022 ). 
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Our prior for lithospheric field comes from simulations of the
ithospheric magnetization based on the forward modelling scheme
e veloped b y Hemant & Maus ( 2005 ), with re vised oceanic magne-
ization according to Masterton et al. ( 2012 ) and subduction zone

agnetizations following Williams & Gubbins ( 2019 ). We pro-
uced an ensemble of 6000 realizations of the lithospheric field
 y (i) v ar ying the cr ustal thickness within a range given by pub-
ished crustal thickness models (Nataf & Ricard 1996 ; Reguzzoni &
ampietro 2015 ), (ii) varying parameters of the remanent vertically

ntegrated magnetization model (Masterton et al. 2012 ; Williams &
ubbins 2019 ) and (iii) using stochastic perturbations generated
sing a Gaussian random field approach. The observed power spec-
ra for the lithospheric field, for example from the LCS-1 model
Olsen et al. 2017 ), lies within the spread of the power spectra of
his ensemble (Otzen 2022 ). The simulated fields were generated
p to spherical harmonic degree 255, but here we used them only
p to degree 120. 

From the spherical harmonic coefficients for each prior ensem-
le member, we e v aluated the radial field on an approximately
qual area grid on the source surface. We used HEALPix (G órski
t al. 2005 ) grids with 3072 points for the core field, and 49152
oints for the lithospheric field, which are suitable for represent-
ng fields up to the spherical harmonic truncation level chosen for
ach source. Based on these gridded values we computed empirical
emi-v ario grams as a function of angular distance on the spherical
urface and fit covariance functions to these. We used a multi-
uadratic covariance function for the lithospheric field (Gneiting
013 ) and a combination of a multiquadratic covariance function
nd a spline function for large distances for the core field. The re-
ulting covariance functions, along with the empirical covariances
f the ensemble members, are shown in the top row of Fig. 1 . Their
orresponding power spectra at the source surfaces, generated using
hese covariance functions, are shown in the middle row. These co-
ariance functions provide us with an a priori expected covariance
tructure for our core and lithospheric fields. Fig. 2 shows example
ealizations of the core and lithospheric field generated using these
 priori covariance functions. 

We also make use of the distribution of the radial field at the
ources surfaces from our core and lithospheric field prior ensem-
les, after the transformation to latent space [see eq. ( 6 ) and the
elated discussion]. These distributions and rele v ant statistics are
resented in the bottom row of Fig. 1 . In particular, we use expected
bsolute values, < | x | > = 

∫ | x | p( x) dx , calculated using the mean
mpirical pdfs shown in Fig. 1 , to define the latent space default
arameters, that is we set ω = < | x | > , separately for the core and
ithospheric fields. 

The time-dependence of the core field is represented by a 6th
rder B-spline representation smoothed by third time derivative
egularization, a standard choice in time-dependent geomagnetic
eld models when one wishes to study field accelerations (see e.g.
lsen et al. 2014 ). This is formally equivalent within the Bayesian

ramework to assuming a priori that the spherical harmonic coeffi-
ients are realizations of a continuous process of the form (Wahba
990 ) 

g C n,m 

( t) = K 

C, 0 
n,m 

+ K 

C, 1 
n,m 

t + K 

C, 2 
n,m 

t 2 + f n,m 

( t) , (9) 

here f n , m ( t ) is a zero mean Gaussian process (see e.g. Rasmussen
 Williams 2006 ) specified by the covariance function 

 n ( t a , t b ) = σ 2 
n 

∫ 
( t a − u ) 2 + 

2 

( t b − u ) 2 + 
2 

du, (10) 
here t a and t b are arbitrary times, u is a dummy integration vari-
ble, and we have used the notation ( z ) + = z for z ≥ 0 and ( z ) +
 0 otherwise. K 

C, 0 
n,m 

, K 

C, 1 
n,m 

and K 

C, 2 
n,m 

are constants associated with
onstant, linear and quadratic time-dependences that can be differ-
nt for each spherical harmonic coefficient. σ 2 

n is the variance of
he process that depends on the spherical harmonic degree n and
s related to the choice of regularization parameter in the standard
eld modelling framework. 

.2.2 Likelihood of geomagnetic observations 

urning to the observations, we assume the geomagnetic measure-
ents are contaminated by unmodelled signals that follow a long-

ailed Huber error distribution. The appropriate likelihood function
s then 

P ( d | m ) ∝ exp 

[
−1 

2 
χ 2 ( m ) 

]
, (11) 

here χ 2 ( m ) = e T W e is a robust (Huber weighted) misfit norm.
 = d − g ( m) are the residuals between the ground and satellite
agnetic observations d and the associated model predictions g ( m) .
 = C e 

−1/2 W h C e 
−1/2 where C e is the a priori data error covariance

atrix and W h a diagonal matrix that implements robust (Huber)
eights and has elements W 

i,i 
h = min [1 , 

(
c σ d 

i / | e i | 
)
] , where σ d 

i is
he a priori expected error for the i th datum and c = 1.5 is a constant
Constable 1988 ; Olsen 2002 ; Sabaka et al. 2004 ). 

.2.3 Estimation of the model posterior probability density 
unction 

pplying Bayes theorem the posterior probability density function
s 

P ( m | d ) ∝ exp 

[
−1 

2 
χ 2 ( m ) + S tav ( x 

C ) + S( x L ) − 1 

2 
m 

T C 

−1 
T m 

]
. 

(12) 

This can be maximized by minimizing the loss function 

 ( m ) = 

1 

2 
χ 2 ( m ) − S tav ( x 

C ) − S( x L ) + 

1 

2 
m 

T C 

−1 
T m . (13) 

ere S tav ( x C ) = 

1 
N P 

N P ∑ 

p= 1 
S[ x C ( t p )] approximates the information en-

ropy of the (spatially decorrelated) CMB radial field averaged over
ime (Gillet et al. 2007 ) by summing the entropy at each discrete
poch t p over N P = 1000 epochs. x C ( t p ) = L 

−1 
C G 

C,t p m 

C changes
ith t p , x L = L 

−1 
L G 

L m 

L is assumed to be static. C T is the a prior
odel (temporal) covariance matrix, which includes the temporal

rior information from eq. ( 10 ) for the core part of the model. 
The minimization is achie ved iterati vel y using a Newton-type

escent algorithm. The ( k + 1)th estimate of the posterior mean
odel is obtained based on the model at the previous k th iteration

y 

 k+ 1 = m k + 

[
A 

T 
k W k A k + αC 

k + αL 
k + C 

−1 
T 

]−1 

· [A 

T 
k W k e k − C 

−1 
T m k − βC 

k − βL 
k 

]
(14) 

here A k = ( A i j ) k = 

∂g i ( m k ) 
∂m j 

is the Jacobian matrix of partial deri v a-

ives of the forward model for each datum with respect to the model
arameters, e v aluated using the model parameters m k . We have
sed a notation similar to that of Stockmann et al. ( 2009 ) to define
atrices, related to the Hessian matrix of the second-order partial
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Figure 1. Statistical properties of the prior ensemble of core and lithospheric fields. Top row: empirical covariance functions (a) for the CMB radial field, (b) 
for the lithospheric radial field at Earth’s surface showing ensemble members (grey), and estimated covariance functions (black). For computational reasons 
empirical covariances are shown only out to 18 degrees for the lithospheric field. Middle ro w: po wer spectra for 5000 realizations generated from the estimated 
covariance functions (c) at the CMB, and (d) at Earth’s surface with the CHAOS-7 model (up to degree 13) and from the LCS-1 model (above degree 16) 
for reference. Bottom row: empirical probability density functions for radial magnetic field values on approximately equal area grids at (e) the CMB and (f) 
Earth’s surface, derived from the prior ensembles of core and lithospheric magnetic fields, respecti vel y, after transformation to an uncorrelated and normalized 
latent space. 
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Figure 2. Example realizations of radial magnetic fields generated using the estimated covariance functions for the core and lithospheric fields. The core fields 
are shown at the core surface (top row) and the lithospheric fields are shown at Earth’s surface (bottom row). These illustrate the a priori correlation structures 
assumed for the core and lithospheric fields. Note the covariance models used to generate these prior fields are rotationally invariant. 
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eri v ati ves of the information entropy, of the form 

= 

(
L 

−1 G 

)T 
S H 

(
L 

−1 G 

)
where 

 H = diag 

[
4 ω 

ψ 1 
, 

4 ω 

ψ 2 
, ..., 

4 ω 

ψ M 

]T 

, (15) 

nd vectors, related to the first order partial deri v ati ves of the infor-
ation entropy, of the form 

= 

(
L 

−1 G 

)T 
S G where 

 G = 4 ω 

[
log 

(
ψ 1 + x 1 

2 ω 

)
, log 

(
ψ 2 + x 2 

2 ω 

)
, ..., log 

(
ψ M + x M 

2 ω 

)]T 

. (16) 

In αC 
k , β

C 
k and αL 

k , β
L 
k in eq. ( 14 ) the superscripts C and L refer

o the core and lithospheric fields, respecti vel y, while subscript k
enotes that the computation is carried out using model parameters
rom the previous k th iteration. In αC and βC the expressions for α
nd β at each epoch t p must be av eraged ov er time in the same way
s S tav is defined above. 

Minimizing measures of the data misfit and the temporal com-
lexity while maximizing the information entropy of the (decor-
elated) core and lithospheric radial fields at their source surfaces
esults in internal fields that fit the observations and are compat-
ble with the temporal prior but allow high dynamic ranges of
 at the source surfaces while the resulting magnetic fields sat-
sfy the spatial covariance properties of the core and lithospheric
riors. 

After convergence of the above scheme we describe the dis-
ersion of the posterior distribution using an approximate model
ovariance matrix defined about the maximum of the posterior pdf,
omputed from the Hessian of the loss function 	 ( m ) by (e.g. Hob-
on et al. 1998 ; Tarantola 2005 ) 

 m 

≈ (
A 

T WA + αC + αL + C 

−1 
T 

)−1 
, (17) 

here A , W , αC and αL are the values of A k W k , αC 
k and αL 

k from the
nal iteration, when the scheme is considered to have converged. 
 O B S E RVAT I O N S  

he models reported here are built from a data set of geomagnetic
bservations similar to that used to construct the CHAOS-7 geo-
agnetic field model (Finlay et al. 2020 ), but restricted to the period

etween 2005 and 2020. 
Observations from the CHAMP, Cryosat-2 and Swarm A and B

atellites are used, three-component vector measurement for quasi-
ipole latitudes up to 55 ◦ and scalar intensity data at higher latitudes.
evel 3 CHAMP magnetic field data, Cryosat-2 L1b magnetic field
ata (FGM 1, the data set used in the CHAOS-7 model, here pre-
alibrated using CHAOS-7) and Swarm L1b magnetic field data
version 0601) are used with 1 min sampling for CHAMP and
ryosat-2 and 2 min sampling for each Swarm satellite. We also
sed along-track gradients from CHAMP, Swarm A and Swarm B;
radients are particularly useful for constraining the high degree
ithospheric field. Geomagnetic quiet-time selection criteria were
sed such that Kp ≤2 0 , d | RC | /d t ≤ 2 nT/hr (Olsen et al. 2014 ), aver-
ging over the previous 2 hr the merging electric field at the magne-
opause E m ≤ 0.8 mV m 

−1 , the interplanetary magnetic field (IMF)
 Z > 0, and IMF B Y is less than 3 nT in the nor ther n hemisphere and
reater than −3 nT in the southern hemisphere. Only data from dark
onditions (sun at least 10 ◦ below the horizon) were used. A more
etailed description of these data selection criteria is found in Finlay
t al. ( 2020 ). In addition to satellite observations, as in CHAOS-
 we used annual differences of revised monthly means (Olsen et
l. 2014 ) from g round obser vatories are used, as in the CHAOS-
 model, based on hourly mean values from the BGS AUX OBS
atabase, version 0129. A stacked histogram of the number of vector
eld observations used versus time is presented in Fig. 3 . 

 R E S U LT S  

.1 Implementation and model diagnostics 

e now briefly document some details regarding the practical im-
lementation before moving on to the results. In order to make our
odelling setup as close as possible to the CHAOS field modelling
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Figure 3. Stacked histogram showing number of vector field observations used per month between 2005 and 2020. Colours indicate the data source. 

Table 1. Modelling hyperparameters. 

Parameter Value 

ω 

C 0.412 
ω 

L 0.422 
λi 3 1 ( nT yr −3 ) −2 

λi 2 e 100 ( nT yr −2 ) −2 

λsm 1200 ( nT yr −1 ) −2 
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scheme, in C 

−1 
T we consider sub-matrices associated with calculat- 

ing quadratic norms of (i) the 3rd time deri v ati ve of the internal 
radial field integrated over the core surface and and throughout the 
model time span (formally equivalent to the the prior defined in 
eq. 9 ) (ii) the acceleration of the core field at the model endpoints 
and (iii) temporal first differences of the estimated offsets of the 
external dipole in solar-magnetic coordinates (related to imperfec- 
tions in the RC index). The related hyperparameters denoted by λi 3 , 
λi 2 e and λsm are fixed throughout this study and implicitly included 
within C 

−1 
T . They were chosen so as to produce time-variations sim- 

ilar to the CHAOS-7 field model although for simplicity we did not 
use degree-dependent tapering or treat zonal terms dif ferentl y. The 
rele v ant hyperparameters related to the information entropy default 
parameters for the dimensionless latent variables, ω 

C and ω 

L , were 
set to values 0.412 and 0.422 based on the expected absolute values 
of x C and x L from the distributions of the dimensionless latent vari- 
ables found in the prior ensembles (see Fig. 1 , bottom). The adopted 
hyperparameters are collected in Table 1 . 

The full estimated model, including the time-dependent core field 
to degree 30, static lithospheric field to de gree 120, e xternal field 
parameters and alignment parameters for each satellite, consists of 
49 495 parameters in all. We started the iterative model estimation 
scheme with model parameters for the core taken from CHAOS-6.9 
up to degree n = 12, and for the lithosphere from the LCS-1 model 
at degree n = 16 and above. The small-scale core field and large- 
scale lithospheric field were otherwise initialized with zeros. After 
24 iterations the largest change in a model parameter relative to its 
amplitude was 0.0037 per cent and no further change was seen in 
CMB maps of the posterior mean core field. Below we refer to the 
resulting model, including co-estimated core and lithospheric parts, 

as model CL. 
For comparison, we also built a more traditional CHAOS-type 
field model, with a single time-dependent internal field up to spher- 
ical har monic deg ree 20 and a static internal field for degrees 
21–120, using the same external field and aligniment parametriza- 
tions, the same hyperparameters, and covering the same period, and 
based on the same data set as used to build the model CL. For 
this model we considered the estimated core field to be the time- 
dependent internal field up to degree 13, as has been the standard 
practise when interpreting the CHAOS model (e.g. Olsen et al. 
2014 ). 

Table 2 collects Huber-weighted means and RMS residuals be- 
tween the vector field data and the model predictions (in nT), 
comparing model CL and our CHAOS-type reference model. 
Model CL fits the satellite and ground data overall to a simi- 
lar level as the CHAOS-type model, while simultaneously min- 
imizing the information entropy of the (spatially decorrelated) 
time-dependent core and lithospheric fields. The two models are 
found to hav e v ery similar values for their temporal regulariza- 
tion norms, which is not surprising at they were built using the 
same temporal hyperparameters. The non-dimensional information 
entropy norms for the decorrelated core and lithospheric fields, 
S C tav and S L , after 24 iterations were respecti vel y 0.94 and 5.31 for 
model CL. 

4.2 The Core-mantle boundary field 

The spatial power spectra (Mauersberger 1956 ; Lowes 1966 ) of 
model CL at the CMB in 2020 is presented in Fig. 4 . The ob- 
tained posterior mean model closely follows the internal field from 

CHAOS-7 up to degree 11 but contains slightly less power at degree 
12 and 13. Here and below comparisons to CHAOS-7 used version 
CHAOS-7.9. Internal field models (such as the CHAOS model) are 
usually truncated at degree 13 when carrying out interpretations at 
the CMB since above this degree their CMB spectra diverge since 
they also include signals from the lithospheric field. The posterior 
realizations from the model CL core field have power spectra that 
are approximately flat out to degree 30 and do not diverge. The 
posterior mean model shows a gradual drop in power for degrees 
15–19 and a slight increase again for degrees 20–22. Above degree 
22 the power in the posterior mean model drops to much lower 
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Table 2. Misfit statistics for vector field data in the non-polar region and scalar data in the polar region. Note that Huber weights were 
used when calculating the reported statistics. (Misfits for gradient data not shown). 

CL CHAOS-type 

Source QD lat N Mean (nT) RMS (nT) Mean (nT) RMS (nT) 

CHAMP Non-polar 2 080 146 − 0 .003 2.397 − 0 .003 2.397 
Polar 98 751 − 0 .001 3.498 − 0 .004 3.496 

CryoSat-2 Non-polar 1 017 960 − 0 .005 6.160 − 0 .012 6.160 
Polar 59 509 1 .371 6.556 1 .538 6.604 

Swarm-A Non-polar 1,085,118 0 .007 2.182 0 .007 2.182 
Polar 47 936 0 .039 3.117 0 .045 3.117 

Swarm-B Non-polar 1 079 508 − 0 .016 2.176 − 0 .016 2.176 
Polar 48 433 0 .194 2.905 0 .203 2.906 

(nT yr −1 ) (nT yr −1 ) (nT yr −1 ) (nT yr −1 ) 

Ground obser vator y 67 632 − 0 .027 3.304 − 0 .026 3.306 

Figure 4. Lowes–Mauersberger spectra showing power as a function of spherical har monic deg ree at the core–mantle boundary in 2020.0 for model CL. Solid 
black lines with circles show the estimated posterior mean core and lithospheric field models which cross at degree 15. Grey lines show realizations based 
on the adopted prior covariance model, cyan lines show posterior realizations of the core field and purple lines posterior realizations of the lithospheric field. 
Degree 1 is not shown for the lithospheric field as it is not well separated from the core field. CHAOS-7 (up to degree 13) and LCS-1 (at degree 16 and above) 
are shown for reference. 
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evels indicating that field realizations essentially average to zero at
e grees abov e 22 where almost all the observed signal comes from
he lithospheric field. 

The power in the lithospheric field realizations and mean models
apped down to the CMB is also shown in Fig. 4 , these do diverge.
he core and lithospheric field spectra cross between degree 14 and
6 for realizations of model CL, and at degree 15 for the mean
odels. Note that the estimated lithospheric field is presented only

or degree 2 and above, at degree 1 it is not well separated from
he core field, which we believe is a consequence of the information
ntropy of the decorrelated latent variables not being greatly affected
y changes in the dipole field. 
Maps of the radial magnetic field at the CMB in 2020.0 from
odel CL, for the posterior mean core field model and four exam-

le posterior realizations all truncated at degree 22, are presented
n Fig. 5 . A similar map from the CHAOS-type reference model,
runcated in the conventional fashion at degree 13, is shown for ref-
rence. The posterior realizations of model CL contain more power
t small length scales, but all realizations agree on the larger-scale
tructure as represented by the mean model. 

More details of the CMB field structures are evident in the model
L posterior mean compared to the traditional CHAOS-type model

r uncated at deg ree 13. Some low latitude flux concentrations are
plit, see for example the two strong positive radial field features
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Figure 5. Radial magnetic field maps at the core–mantle boundary in 2020 for model CL. Estimated posterior mean model (top left), a CHAOS-type model 
constructed from the same data set (top right), and four example posterior realizations. All models are truncated at degree 22 except for the CHAOS-type 
model which is truncated at degree 13. The common features across all posterior models, as captured in the mean model, provide information on the core field 
to beyond degree 13. 
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near the equator between Africa and South America which are 
usually interpreted as single feature (as in the CHAOS-type model). 
A strong high latitude flux feature under Siberia, located under the 
Taymyr peninsula in central nor ther n Siberia in 2020 is found to be 
more localized and stronger than in models tr uncated at deg ree 13. 
This feature has moved northwestwards between 2005 and 2020, as 
seen in Fig. 6 which shows the posterior mean map up to spherical 
har monic deg ree 22 at a sequence of times. 

Concerning reversed flux patches in the South Atlantic, we find 
evidence for two reversed patches under South Africa adjacent to 
strong norm flux patches under central Africa (see also their time 
ev olution in F ig. 6 ). Re garding the rev erse flux re gion under the 
Southern Atlantic ocean, there are several distinct reversed flux 
concentrations visible within this region, which are observed to 
e volve separatel y. 

It is also evident in Fig 6 that there is more power in the mean 
model at degrees 16–22 for the first 5 yr and last 6 yr of the model, 
when CHAMP and Swarm observations respectively were avail- 
ab le. F ig. 7 further illustrates the time-dependence of the core field, 
focusing on coherent east-west motions of flux features in time- 
longitude plots of the CMB radial field at the equator and at 55 ◦

south. Intense equatorial features are observed to drift coherently 
westwards under the mid-Atlantic over the 15 yr studied. There 
is also evidence for eastward drift of a reversed flux feature un- 
der the Southern mid-Atlantic ocean at 55 ◦ south heading from 

South America toward Africa. Such coherently drifting flux fea- 
tures in volving po wer abov e spherical harmonic de gree 13 cannot 
be ascribed to lithospheric sources. 

4.3 The lithospheric field at Earth’s surface 

Although not our main focus here, we present for reference details 
of our co-estimated lithospheric field, which includes an estimate of 
the large scale of the lithospheric field which is usually neglected. 

Fig. 8 shows the spatial power spectra of the co-estimated core 
and lithospheric fields from model CL at the Earth’s mean spherical 
reference surface. The spread in the posterior realizations is very 
small (almost invisible in the plot) at degrees 17 up to 70, indicating 
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Figure 6. Time sequence of maps of radial field at the core–mantle boundary in 2006, 2010, 2014 and 2019 from the model CL posterior mean truncated at 
degree 22. Changes are due both to the true evolution of the core field and changes in observational constraints across the epochs. 
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hat the lithospheric field is very well constrained by the obser-
ations for these degrees. At lower degrees the posterior spread
ncreases, with the mean model containing lower power than most
f the individual realizations. The posterior spread also increases
bov e de gree 70, becoming as large as the spread in the prior abov e
egree 110 by which point the mean model contains less power
han any of the posterior realizations. The cross-over between the
ean core and lithospheric field models also occurs at degree 15 at

arth’s surface. t  
In Fig. 9 we present a map of the posterior mean lithospheric field
rom model CL at Earth’s surface for degree 2–120. 

.4 Modelled secular variation and comparisons with 

round observatories 

o document the time dependence in model CL and show that this
s also reasonab le, F ig. 10 presents example time-series of the first
ime deri v ati ve (or secular v ariation, SV) of spherical harmonic
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Figure 7. Time-longitude plots of the posterior mean from model CL truncated at degree 22, showing the evolution of the radial magnetic field at core–mantle 
boundary (a) on the equator and (b) at latitude 55 ◦ south (right). 

Figure 8. Lowes–Mauersberger spectra showing power as a function of spherical harmonic degree at Earth’s mean spherical reference radius in 2020.0 for 
model CL. Solid black lines with circles show the estimated posterior mean core and lithospheric field models which cross at degree 15. Grey lines show prior 
realizations based on the adopted spatial covariance model, cyan lines show posterior realizations of the core field and purple lines posterior realizations of the 
lithospheric field. CHAOS-7 (up to degree 13) and LCS-1 (at degree 16 and above) are shown for reference. 
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coefficients from model CL’s core field model. It shows the pos- 
terior mean, 5000 posterior realizations, and the CHAOS-7 model 
for reference. The time-dependent SV of g 0 1 is slightly smoother in 
model CL than in CHAOS-7, agrees well at intermediate degrees, 
following the same trends and showing some (expected) differences 
close to the endpoints. Model CL generally shows lower amplitude 
changes in SV at high degree. This behaviour is expected because 
the CHAOS-7 model tapered its regularization to lower values at 
high degrees. The dispersion of the posterior realizations also in- 
creases with spherical harmonic degree. We see no evidence for 
unrealistic features in the SV coefficients of model CL. 

This conclusion is supported by comparisons of SV from model 
CL with observed SV data at ground observatories, for example as 
shown in Fig. 11 . Model CL predictions agree well with the annual 
dif ferences of monthl y means for stations from Africa (M’Bour), 
Europe (Niemegk) and in the Pacific (Honolulu), with the fit being 
very similar to that of CHAOS-7 although with slightly smoother 
time variations. The posterior realizations give an indication of the 
for mal uncer tainties in the SV predictions of model CL. 

5  D I S C U S S I O N  A N D  C O N C LU S I O N S  

5.1 Insights from a synthetic test 

A key question is the extent to which our method is able to retrieve 
the core field above degree 13. To investigate this issue we carried 
out a synthetic test where the true core and lithospheric fields were 
known. We took as input a time-dependent core field up to spherical 
har monic deg ree 30 from a dynamo simulation, along with a syn- 
thetic lithospheric field based on a simulation of the induced and 
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Figure 9. Map of estimated posterior mean lithospheric field from model CL at Earth’s spherical reference radius, for degrees 2–120. 

Figure 10. First time deri v ati ve (secular variation) of selected spherical harmonic coefficients of the core field over the model timespan from 2005 to 2020. Top 
left-hand panel: d g 0 1 / d t , top right-hand panel: d h 2 3 / d t , bottom left-hand panel: d g 1 7 / d t and bottom right-hand panel: d h 14 

14 / d t . The estimated posterior mean 
from model CL is shown as the black solid line, posterior realizations in grey and for reference CHAOS-7 in red. 
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Figure 11. Comparison of secular variation predicted by model CL for the posterior mean model (thick black solid line) and posterior realizations (blue 
lines) with annual differences of revised monthly means at selected ground observatories (thin black line with dots). CHAOS-7 is shown for reference in red. 
Left-hand column shows the time deri v ati ve of the radial field, middle column the time deri v ati ve of the southward field component and right-hand column the 
time deri v ati ve of the eastward field component. Top row: M’bour obser vator y (MBO) from low latitudes in west Africa, middle row: Niemegk obser vator y 
(NGK) from mid-latitudes in Europe and bottom row: Honolulu obser vator y (HON) from mid-latitudes in the Pacific. Some lines overlap. 
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remanent lithospheric magnetization up to degree 120. Magnetic 
data were synthesized at the same locations, and for the same field 
components, as in the observed data set and this was inverted using 
the maximum entropy co-estimation scheme described in Section 
2 . Full details and the results from this synthetic test are collected 
in Appendix A . The synthetic data used in this test is consistent 
with our prior , ho wever the utilized prior information is rather weak 
(involving only the source radii and isotropic spatial covariance 
functions); the purpose of the test is to investigate what level of 
separation of the core and lithospheric fields is possible using our 
approach. 

Fig. A1 presents the resulting spatial spectra at the CMB and at 
Earth’s surface while Fig. A2 compares side-by-side the radial field 
at the CMB from the estimated posterior mean core field model and 
the input dynamo field for increasing truncation degrees of 13, 16, 
19 and 22. The posterior mean model obviously has less power than 
the dynamo synthetic truth from degree 16–22 with the missing 
power at small scales particularly obvious at low latitudes where the 
dynamo solution is most complex. 

Despite underestimation of the power at degrees 16–22, Fig. A2 
shows the estimated posterior mean model does contain useful infor- 
mation on CMB field structures above spherical harmonic degree 
13. Field structures remain coherent as power is added from de- 
gree 13 to 22, with some important details recovered. For example, 
in the southern polar region, under the Australian-Antarctic basin 
(near latitude 60 ◦S, longitude 135 ◦E) there is a localized intense 
flux feature present in both the dynamo model and in the posterior 
mean; this is weaker and smeared when the CMB field is truncated 
at degree 13. Similarly in the northern polar region under Siberia 
and Alaska, both intense normal polarity features and reversed flux 
features are better retrieved in the posterior mean model to degree 
22 compared to a more conventional model truncated at degree 13. 

At low latitudes a number of intense features are better retrieved 
in the estimated posterior mean model to degree 22 than in the 
model truncated at degree 13, for example the flux concentration 
under central Africa and the positiv e–ne gativ e pair of flux patches 
arranged north–south across the equator under India and under the 
equator south of Me xico. Howev er some smaller scale features, for 
example a positive flux concentration in the dynamo model under 
the equator at 15 degrees west, are still poorly retrieved. Isolated 
small scale flux features with no imprint on larger scales, and which 
change rapidly in time, are not well recovered. 

Flux features recovered in the posterior mean core field model 
up to degree 22 are how ever al wa ys related to features in the true 
dynamo field. We do not find any evidence for artefacts due to 
leakage of the lithospheric field. The reconstructed fields are by 
construction as simple as possible (in terms of maximizing the in- 
formation entropy) while satisfying the observational constraints. 
The adopted spline-based temporal prior also involves strong time- 
av eraging ov er small length scales that is absent in the dynamo, this 

art/ggae008_f11.eps


Core and lithospheric fields 1659 

w  

t  

e  

d  

s  

t
 

a  

c  

fi  

o  

w  

e  

p  

a

5

R  

F  

t  

1  

i  

a  

w  

s  

m  

i
 

w  

i  

c  

2  

t  

S  

W  

t  

t  

p  

o  

c  

i  

c  

fl  

d
 

d  

a  

S  

b  

f  

1  

g  

b  

i  

f  

S
 

e  

d  

t  

g  

(  

t  

e  

t  

w  

t  

s  

S  

d  

2

5

I  

t  

t  

t  

a  

o  

w  

d  

w  

l  

a  

a  

p  

A  

r
 

f  

s  

t  

w  

l

5

T  

m  

s  

U  

t  

c  

t  

s  

c  

i  

e  

b  

e  

m  

t  

a  

t  

t  

u
 

p  

D
ow

nloaded from
 https://academ

ic.oup.com
/gji/article/236/3/1646/7512210 by guest on 25 January 2024
ill contribute to the loss of detail on small scales. We note that in-
erpretations in terms of the model resolution matrix (e.g. Bloxham
t al. 1989 ) are not straightforward here. With the available satellite
ata coverage we are able to well resolve the internal field up to high
pherical harmonic degree. It is constraints from prior information
hat allow us to partially separate the core and lithospheric fields. 

Variations are found in the synthetic test results regarding the
mount of small scale power in the posterior mean model as the data
onstraints change. For example there is less power in the small scale
eld in the gap between the CHAMP and Swarm missions when
nly high altitude and lower quality satellite data from Cryosat-2
 as av ailable. This is an expected consequence of the maximum

ntropy method—at times when the data constraints are weaker the
osterior mean model becomes simpler and the model uncertainty
t high degree becomes larger. 

.2 Interpretations of the inferred CMB field 

eturning to the model CL derived from the real observations, in
ig. 12 we present maps of the radial magnetic field at the CMB from

he posterior mean model, for increasing truncation degrees of 13,
6, 19 and 22. As in the synthetic test, power adds coherently with
ncreasing degree with some structures becoming more localized
nd intense. This is also the case for the SV at the CMB, which
 e ha v e e xamined in manner similar to Holme et al. ( 2011 ) (not

hown); SV features seen at lower degree remain coherent although
ore small scale SV features do begin to appear by degree 22

ndicating this is at the edge of what we are able to reliably study. 
At high latitudes strong normal flux features are found close to

here the inner core tangent cylinder intersects the CMB (at lat-
tudes 69.6 ◦ north and south). There is a particularly intense flux
oncentration located under the Taymyr Peninsula in Siberia in
020, and a number of high amplitude features arranged near lati-
ude 60 ◦ north under Greenland, Canada and eastern Siberia. In the
outhern polar region there are strong normal flux features under
ilkes land in eastern Antarctica and under wester n Antar tica near

he Antarctic peninsula. Normal flux patches localized close to the
angent cylinder are consistent with the poloidal dipole field being
roduced by an alpha-effect in energetic eddies originating in vigor-
us convection close to the inner core boundary. Another possibility
ould be that such eddies are spawned by powerful azimuthal flows
nside the tangent cylinder occasionally ejected across the tangent
ylinder (e.g. Schaeffer et al. 2017 ). The different locations of the
ux concentrations in the nor ther n and southern hemisphere seem
ifficult to explain in terms of purely columnar flows. 

Reversed flux features are found in the nor ther n polar region un-
er the Canadian Arctic, centred under the Queen Elizabeth Islands,
nd also under the Nansen Basin (between Spitzbergen and the new
iberian Islands). In the Southern polar region there is an extended
ut weak reverse flux feature under Eastern Antarctica southwards
rom Africa; this feature, also present in models truncated at degree
3, persists to higher degree and is interesting as it crosses the tan-
ent c ylinder. Rev erse flux features inside the tangent cylinder could
e related to a strong omega effect driven by strong azimuthal flows
nside the tangent cylinder and associated flux expulsion, similar
eatures have been seen in turbulent dynamos (Schaeffer et al. 2017 ;
heyko et al. 2018 ). 
At low latitudes the strong flux concentration found under the

quator between Africa and south America in models truncated at
egree 13 is split into two features, as is a normal feature under cen-
ral Africa. Such splitting of low latitude flux features has been sug-
ested in previous attempts to retrieve the core field above degree 13
Baerenzung et al. 2020 ; Otzen et al. 2022 ), and it is consistent with
he patterns of core surface SV retriev ed abov e de gree 13 (Finlay
t al. 2020 ). Many of the field concentrations at low latitudes seem
o occur in oppositely signed pairs and they are observed to move
estwards. A possible explanation could be that these are the signa-

ure of toroidal flux being expelled from the core at low latitudes and
ubsequently propagating as a wave (e.g. Aubert et al. 2013 , 2022 ).
uch features are ubiquitous at low latitudes in strongly forced geo-
ynamo simulations when the viscosity is suf ficientl y low (Sheyko
014 ; Schaeffer et al. 2017 ; Aubert & Finlay 2019 ). 

.3 Features of the inferred lar g e-scale lithospheric field 

n the synthetic test reported in Appendix A we were also able to
est the retrie v al of the lithospheric field. The lithospheric field at
he Earth’s surface generally compares well with the input synthetic
ruth lithospheric field, albeit with less po wer belo w degree 15 and
bov e de gree 90 (Figs A1 and A3 ). Of particular interest is whether
r not any details of the synthetic truth large scale lithospheric field
ere retrieved. Fig. A4 shows that, somewhat surprisingly, some
etails of the large scale lithospheric field can be recovered, albeit
ith reduced amplitude. The largest anomalies in the recovered

arge scale lithospheric field, for example between the North Pole
nd the Bering strait, near Australia and in nor theaster n Europe are
lso present in the synthetic truth model. On the other hand some
rominent structures are missing or incomplete, for example in the
tlantic–Indian–Antarctic basin or under North America, and the

ecovered amplitudes are too low. 
Fig. 13 shows a similar map of the large scale lithospheric field

rom the model CL posterior mean derived from the real data. It
hows strong anomalies in the nor ther n par t of Easter n Europe, Aus-
ralia, around eastern Antarctica and under eastern North America,
hich are known locations of strong continental magnetic anoma-

ies. 

.4 Limitations and future prospects 

he aim of this study was to better separate core and lithospheric
agnetic fields; it has only been partially successful. The recovered

mall scale core field and large scale lithospheric field lack power.
se of more informative priors, if these can be justified, would cer-

ainly bring improvements. For example, we used a single spatial
ovariance function for each source, which assumes field structures
hat are statistically the same for all locations on the sphere. The en-
embles of prior fields from the dynamo and magnetization models
ould instead be used to build full covariance matrices characteriz-
ng the statistical covariances between all locations on the sphere for
ach source. Such dense spatial covariance matrices have already
een used by other authors (Gillet et al. 2019 ; Ropp et al. 2020 ; Istas
t al. 2023 ), in the context of lower resolution core field and flow
odelling. Once suf ficientl y large prior ensembles are available

his will be a relati vel y simple extension of the method presented
bove. A concern with this approach is that imperfect aspects of
he dynamo and magnetization simulations might be mapped into
he estimated field models, it was for this reason we started here by
sing rather simple information from the prior ensembles. 

Regarding the small scale core field, the spline-based temporal
rior used here prevents the recovery of rapid changes on small
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Figure 12. Maps of radial magnetic field at the core–mantle boundary in 2020.0 from the model CL posterior mean, as a function of the tr uncation deg ree, 
up to degree 13 (top left), to degree 16 (top right), to degree 19 (bottom left) and to degree 22 (bottom right). Note how the power adds coherently to existing 
features already evident at lower truncation degrees. 

Figure 13. Estimated posterior mean large-scale lithospheric field (degrees 2–14) plotted on a spherical surface at Earth’s mean reference radius. 
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length scales. This limitation could be particularly serious at low 

latitudes. This situation could be remedied by adopting temporal 
priors that better reflect the expected physics, for example based 
on degree-dependent AR2 or AR3 processes (Gillet et al. 2013 ; 
Sadhasi v an & Constable 2022 ), or perhaps using temporal statistics 
from high resolution dynamo simulations (Aubert 2023 ). 

A variant of the approach presented here is to take the spheri- 
cal harmonic (Gauss) coefficients of the internal potential as input 
data for the separation into core and lithospheric fields rather than 
satellite data. This has some computational advantages and may 
prove useful in future applications, further details and an example 
are presented in Appendix B . Our scheme could also be applied 
to dedicated studies of the lithospheric field. This would require 
improving the lithospheric prior to allow for more power at small 
length scales, use of higher data sampling rates, and use of Swarm 

east–west gradients that were not included in this study. 
Much is still to be learnt regarding the small scale core field. 

The maps of the posterior mean core field presented here show 

how information on the core dynamo is lost when CMB fields are 
truncated at degree 13. On the other hand our ability to retrieve the 
small scale core field, and avoid lithospheric field contamination, 
depends on correctly formulating and utilizing prior information 
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egarding the sources. Further effort is needed on how best to extract
eliable prior information from a variety of simulations of the core
ynamo and the lithospheric magnetization. Improved Bayesian
eld modelling requires prior ensembles that are both informative
nd broadly representative of the diversity of possible core and
ithospheric fields. 
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P P E N D I X  A :  A N  A P P L I C AT I O N  T O  

Y N T H E T I C  DATA  

ere we report results from a synthetic test designed to test the
xtent to which we can retrieve the small scale core field above
pherical har monic deg ree 13 and the large scale lithospheric field
elow degree 13 using the scheme described in Section 2 . 

We use as input a time-dependent core field taken from a prelim-
nary version of the dynamo model data assimilation runs described
y (Aubert 2023 ). This simulation contains realistic core field struc-
ures and time dependence up to degree 30 and was not included
n the prior ensemble. For the synthetic lithospheric field we used
ne realization from our set of simulated magnetization models,
ased on the forward models by Hemant & Maus ( 2005 ), Masterton
t al. ( 2012 ) and Williams & Gubbins ( 2019 ), with the perturbations
escribed by Otzen ( 2022 ), but generated this case separately and
id not include it in the ensemble used to construct the prior statis-
ics. From these models we synthesized data at the same times and
ositions, and with the same measurement components, as the real
atellite and ground data described in Section 3 . Gaussian noise was
dded using a standard deviation of 3.0nT for CHAMP, 5.0nT for
ryoSat-2, 2.0nT for Swarm and 3.0 nT yr −1 for ground observatory
ata. 

Inversions were then carried out in exactly the same way as for
he real data. The same priors, and same fixed regularization settings
he same starting models and the same number of iterations (24)
ere performed. 
In Fig. A1 we present the resulting Lowes–Mauersberger spec-

rum at the core-mantle boundary (top) and at the Earth’s surface
bottom), with the synthetic truth marked in the dashed line. In
ig. A2, we present the estimated posterior mean and the synthetic

ruth for the core field for different truncation degrees. Although
ome small scale features are lost and the amplitude is reduced, the
osterior mean model above degree 22 retrieves more details of the
rue features. 

Fig. A3 presents a comparison of the estimated posterior mean
ithospheric field and Fig. A4 compares the recovered (posterior
ean) large scale lithospheric field, along with the input synthetic

ruth for the large scale lithospheric field at Earth’s spherical refer-
nce radius, for degrees 2–14. 

P P E N D I X  B :  A P P L I C AT I O N  T O  G AU S S  

O E F F I C I E N T S  O F  T H E  I N T E R NA L  

I E L D  

nstead of co-estimating core and lithospheric fields models directly
rom satellite observations it is possible to start with Gauss coeffi-
ients for an internal potential field, g int ( t ) and , h 

int ( t ) , given at a
nm 

i nm 

i 
eries of reference times t i . In this case the rele v ant input data, that
onsist of the Gauss coefficients at all times, can be collected in a
ector 

 = 

[
g int 

10 ( t 0 ) , g 
int 
11 ( t 0 ) , h 

int 
11 ( t 0 ) ..., g 

int 
10 ( t 1 ) , ... 

]T 
. (B1) 

f the input field model is already smooth in time, no additional
emporal prior information is needed and the loss function to be

inimized takes the form 

 ( m ) = 

1 

2 
χ 2 

g ( m ) − S tav ( x 
C ) − S( x L ) . (B2) 

here χ 2 
g = e g T C 

−1 
g e g with e g = g −̂ g and ̂  g are the predicted in-

ernal field Gauss coefficients (core plus lithosphere) at the relevant
imes and the diagonal values of C 

−1 
g are 1 /σ 2 

g which define how
losely the input Gauss coefficients should be matched. In the ex-
eriments reported here we set σ g = 10 −5 nT since we wanted the
stimated core and lithospheric coefficients to closely match those
f the input field model. As before S tav ( x C ) describes the informa-
ion entropy of the spatially decorrelated CMB radial field (averaged
ver time), and S ( x L ) describes the information entropy of the spa-
ially decorrelated lithospheric radial field at Earth’s surface. 

Results of applying this procedure to the total internal field (core
lus lithosphere) from the CL model from the main text, and to the
HAOS-7.16 internal field model are shown in Fig. B1 . In these

ests we started from an initial lithospheric field set to zero below
egree 16 and to the LCS-1 model at higher degree and an initial
ore field set to the time-average of the time-dependent internal
eld from the CHAOS-6.9 model up to degree 12 and zero at higher
egree, and we found convergence after 5–6 iterations. 

We find the CMB field retrieved in this way is rather similar
tarting with CHAOS-7.16 and the full CL model, with the mi-
or differences in 2019.5 seen in Fig. B1 being due to (i) the
imitation of the CHAOS-7.16 time-dependent field to degree 20
nd possible aliasing related to this, and (ii) because CHAOS-
.16 is derived using data up to 2023 while the CL model used
ata only up to 2020. The large scale lithospheric fields estimated
ere from input Gauss coefficients contain slightly lower power
han that estimated from satellite observations, perhaps because
here is less freedom here when fitting the input data. We find
hat time-dependence of the input internal field is crucial to the
eparation. 

The power spectra of the combined internal field from these
stimated models is presented and compared to that of CHAOS-
.16 in Fig. B2 . The spectra of the combined internal field model
erived from the CHAOS model coefficients (labelled MaxEnt-
HA OS) matches the CHA OS spectra to machine precision—this
 as enforced b y construction. The CL model from the main text

labelled MaxEnt-Sat data) is, as expected, not identical to CHAOS,
ut it nevertheless agrees well at all degrees, the difference being
ess than 0.1 nT 

2 in the power (i.e. around 0.3 nT) which is less than
he likely errors in the model coefficients. The combined CL model
s thus compatible with the observational constraints, in that it fits
he satellite data from which it was constructed, and its combined
nter nal field ag rees well with established field models such as the
HAOS model. 
The scheme outlined in this Appendix provides a means of sep-

rating a given internal field model into core and lithospheric parts
s a post-processing procedure; this may prove useful for future
pplications. 
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Figure A1. Lowes–Mauersberger spectra showing power as a function of spherical harmonic degree of magnetic fields at the CMB (top) and at Earth’s surface 
spherical reference radius (bottom), in 2020.0. The input synthetic truth models for the core and lithospheric fields are shown in the black dashed lines. Solid 
black lines with circles show the estimated posterior mean core and lithospheric field models which cross at de gree 15. Gre y lines show prior realizations based 
on the adopted spatial covariance model, cyan lines show posterior realizations of the core field and purple lines posterior realizations of the lithospheric field. 
CHAOS-7 (up to degree 13, red dashed line ) and LCS-1 (at degree 16 and above, green dashed line) are shown for reference. 
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Figure A2. Maps of radial magnetic field at the core–mantle boundary from the estimated posterior mean model derived from the synthetic test data set 
(left-hand column) and the input truth dynamo model (right-hand column), as a function of the truncation degree, up to degree 13 (top row), to degree 16 
(second row), to degree 19 (third row) and to degree 22 (bottom row). 
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Figure A3. Map of the radial component of the estimated posterior mean lithospheric field on a spherical surface at Earth’s reference radius, for degrees 2–120 
(top) and the same quantity from the synthetic truth input model based on a lithospheric magnetization simulation (bottom). 

Figure A4. Estimated posterior mean large-scale lithospheric field (degrees 2–14) derived from the synthetic data set plotted at Earth’s spherical reference 
surface (top) and the same quantity from the synthetic truth model based on a lithospheric magnetization simulation (bottom). Note the change in the scale 
used for the two panels. 
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Figure B1. (a) Radial magnetic field at the core–mantle boundary in 2019.5, from a model estimated taking as the input combined internal field spherical 
harmonic coefficients (core and lithospheric fields) from the CL model presented in the main text (top left, denoted MaxEnt-Coeffs), (b) from a model estimated 
in a similar way but taking spherical harmonic coefficients from CHAOS-7.16 as input data (top right, denoted MaxEnt-CHAOS), (c) for reference, the result 
from the CL model presented in the manuscript (bottom left, denoted MaxEnt-Sat data) and (d) spherical harmonic power spectra for the three models at the 
CMB and at Earth’s surface (bottom right). 

Figure B2. Comparison of spatial power spectra of the combined (core plus lithosphere) internal field for the models CHAOS-7.16 (green), the CL model from 

the main text labelled MaxEnt-Sat data (blue) and the model from this Appendix, labelled MaxEnt-CHAOS, derived from the spherical harmonic coefficients 
of CHAOS-7.16. Difference to CHAOS-7.16 are marked as dashed lines. Solid lines overlap. 

C © The Author(s) 2024. Published by Oxford University Press on behalf of The Royal Astronomical Society. This is an Open Access 
article distributed under the terms of the Creative Commons Attribution License ( https://cr eativecommons.or g/licenses/by/4.0/ ), which 
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