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1. Introduction

It is a faith (not always justified) of theoretical physics that if man proposes what is sufficiently elegant, nature, pleased and flattered, will say yes. 

– Leon N. Cooper, in ‘Introduction to the Meaning & Structure of Physics’.

1.1 The Elevation Changes Of the Greenland Ice Sheet (ECOGIS) Project

The project is funded by the Danish Natural Science Council’s Polar Research Program. The Involved Partners are:

· The National Survey and Cadastre - Denmark (KMS), Geodynamics Dept.

· University of Copenhagen (UC), Dept. of Geophysics.

· Technical University of Denmark (TUD), Danish Center for Remote Sensing (DCRS).

The scope of this multidisciplinary project was to evaluate available space- and airborne means of obtaining elevation data over the Greenland Ice Sheet. Data from Synthetic Aperture Radar (SAR) interferometry, radar and laser altimetry, kinematic and static Global Positioning System (GPS) measurements were compared. Additionally the feasibility of measuring climate induced elevation changes by the various remote-sensing techniques was assessed.

The project implied field work such as continuation of measurements at the GReenland Ice core Project (GRIP) drilling site at Summit, commencing of repeated measurements at the North GReenland Ice core Project (NGRIP), Saddle North, Sukkertoppen and Geikie (see Figure 1.2.1).

1.2 Test Sites
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Figure 1.2.1: Field work sites. Background: 2x2 km DEM [Ekholm, S., 1996]

The test sites were selected in different regions
. The balance of accumulation and melt varies with elevation, latitude and local climate. Consequently, the physical properties
 of the snow pack vary across the ice sheet thus providing different backscatter signatures (pixel brightness).

The five sites are marked on the map in Figure 1.2.1:

NGRIP:  The site is for logistical reasons situated at the North Greenland Ice core Project (NGRIP) camp. The NGRIP site was originally selected because of the small amount of precipitation in the area.

GRIP: The site is situated at the former Greenland Ice core Project (GRIP) camp. The camp was placed at Summit since at this location the ice motion is solely vertical. Hereby it is possible to continue the repeated GPS measurements of a reference pole performed on a yearly basis since 1992.

Geikie is a small, irregular ice cap (approx. 25x75 km) located at the Scoresbysund fjord. The ice cap has several fast flowing outlet glaciers surrounded by steep mountains. This region is a very rugged tertiary basalt area with steep topography rising 2000 m above the fjord, divided by numerous glacial streams and topped by local ice caps. This region is one of the most poorly mapped areas of Greenland, and the local Geikie ice cap was selected as study area for marginal ice cap elevation changes. Additionally, the proximity of an airstrip (Constable Point) made the logistics much easier to handle. 

Saddle North, which is the topographic saddle point between the Main Ice Sheet and the Southern Ice Sheet.

The Sukkertoppen Ice Cap (approx. 25 x 25 km) some 150 kilometers south west of Kangerlussuaq (Søndre Strømfjord). This ice cap is surrounded by much more smoothly undulating terrain than the Geikie ice cap.

In the following, we will only deal with the Geikie Ice Cap. In [Nielsen, C.S., 2000], the results from processing ERS-1/2 SAR images covering both Geikie an two of the other sites, namely GRIP and Saddle North, are covered. In [Nielsen, C.S, 1999] the 1996-1998 field seasons are described.

1.3 Background

It is necessary to merge data from different sources because of the properties of the various techniques. Some of the techniques have a high vertical resolution and accuracy but a low horizontal resolution and others have a relatively low vertical resolution and accuracy but a high horizontal resolution.

Here is a (not exhaustive) list of geodetic techniques useful for determining ice surface elevations:

· Airborne radar altimetry (RA). Example: The Greenland Aerogeophysics Project (GAP) [Brozena, J. M., 1992]. This technique is not affected by cloud cover to the same extend as laser altimetry but the vertical resolution is lower. The horizontal resolution is limited primarily by the density of tracks but also the size of the footprint or horizontal resolution cell (typically several tens of meters – dependent upon platform altitude) that is larger than the laser altimeter’s. Airborne radars are also used for navigational purposes. 

Spaceborne RA provides good elevation mapping in regions where the surface gradients are low, i.e. the marginal ice zones and the ice-free coastal areas can not be mapped by this technique. The footprint is large but the Line-Of-Sight (LOS) resolution is high. Examples: ERS-1/2 and GEOSAT. One major disadvantage, when mapping the Polar Regions - Antarctica in particular, is that the spaceborne missions are not truly polar so they typically leave a gap of 8 latitude or more at the Poles [Dixon, T.H., 1994B].

· Airborne laser altimetry (LA) works well in areas with relatively high surface gradients. The footprint is small (also dependent upon platform altitude) and the LOS resolution is high. The horizontal resolution is dependent upon density of tracks and platform velocity. The laser is an optical instrument (example of wavelength: 904 nm) so the signal propagation is highly influenced by cloud cover and atmospheric water vapor content. Example: The NASA Airborne Topographic Mapper (ATM) project (Krabill et al., 1995(
· Spaceborne LA. ICESat/GLAS is scheduled for launch in 2001. This sounds promising because of the small footprint (compared to spaceborne RA), although there are going to be problems with cloud cover and atmospheric artifacts. 

· The precision of static GPS measurements is typically in the sub-centimeter to centimeter range. The horizontal resolution is dependent upon the density of the network. In the Polar Regions, we have problems with the orbital parameters causing the observation geometry to be less than ideal.

· Kinematic GPS is a more cost efficient solution and the precision is still in the centimeter to decimeter range. 

· Airborne SAR interferometry, that can be automated, is a more cost-effective mean of elevation mapping. Another property of Repeat-Pass SAR Interferometry (RTI) is that the phase measurement also provides information about surface movements, which is a valuable input to glaciological flow models. The SAR operates at microwaves – typically C-, L- and X-band
 - so the technique is less sensitive to atmospheric water vapor than optical techniques such as LA and photogrammetry. The technique requires that a precise Inertial Navigation System (INS), which can apply real-time flight path corrections, is available. 

· Spaceborne SAR interferometry. The resolution is less than that of airborne SAR interferometry. Another downside is the limited flexibility (view angle, spatial and temporal baselines
).

· Photogrammetry is hampered by low contrast over the ice-covered regions. This is particularly the case over the central parts of the ice sheets where there are no ice-free regions to provide contrast.

· Traditional surveying. Old geodetic data are often biased because triangulation from mountaintop to mountaintop only yields the highest elevations in a region. 

· Digitized old maps. In some regions, no recently acquired data are available. 

· National Imagery and Mapping Agency (NIMA) Digital Terrain Elevation Data (DTED() average data (30 arc second grid) over the ice-free regions.

It is necessary to merge data from these varied sources in order to produce a full-coverage Digital Elevation Model (DEM). The model has to incorporate the various inherent0. properties such as high horizontal resolution/low vertical resolution and vice versa.

A composite DEM covering the entire island was compiled by (Ekholm, S., 1996(. The quality of the Greenland DEM is highly varying, and for roughly half the coastal region inaccurate with possible systematic errors of 100's of meters.
When it comes to a cost-benefit analysis of the various techniques, the spaceborne techniques are definitely winning the bet (unless you have to pay for the platform yourself). Nevertheless, ground truth measurements are still necessary since the signals have to be calibrated and evaluated. Additionally, tie points are often needed in order to improve the accuracy and/or geo-code the data. Static GPS is an excellent source of both tie and control points due to the inherent accuracy but the cost per measurement limits its use. Kinematic GPS, both on the ground and airborne (in combination with laser altimetry) in particular, is a feasible alternative.

2. Glaciology

Glacier ice is a metamorphic rock that can be observed in the process of deformation at temperatures close to the melting point. 

– Roger leB. Hooke.

Readers wishing additional information are referred to texts by for example [Paterson, W.S.B., 1994] and [Hooke, R. LeB., 1998].

2.1 Motive

The cryosphere (ice sheets, ice caps, ice streams, ice shelves, alpine glaciers, sea ice, snow etc) is an important part of the Earth's land-ocean-atmosphere system. The various sub-systems of the cryosphere are sensitive monitors of climate change due to their sensitivity to changes in mean temperature and precipitation. Some components (the polar ice sheets for instance) respond very slowly to climate change, with response times of hundreds to thousands of years, while others (e.g., mountain glaciers or sea ice) respond rapidly, on the order of seasons to decades [Dixon, T.H., 1994A].

It is important to determine whether the ice sheets are stable, shrinking or growing, due to their characteristics as indicators of global climate changes. We must therefore determine the current volume of ice and the rate of changes. Repeated elevation measurements, thus determining the rate with which they change, are the most feasible way to carry out this investigation. However, the elevation data have to be as accurate as possible to enable accurate estimations of the rate of change. 

Currently, the changes of ice sheets do not contribute significantly to the rate of sea-level change. Instead, the sea-level change is mainly caused by thermal expansion of the oceans and melting from mountain glaciers [Dixon, T.H., 1994A]. Nevertheless, we have to monitor the ice sheets closely since this could change in the near future since global warming will both result in larger accumulation and in increased melting. 

In addition to estimates of volume and volume changes we need to obtain accurate estimates of the flow of glaciers, ice caps and ice sheets because changes in ice dynamics indicate changes in the global climate [Mohr, J.J., 1997]. Surface topography reflects the driving and resisting forces that affect ice motion (e.g., gravitational acceleration in the direction of surface gradient and bedrock topography, respectively). The glaciological community therefore needs accurate Digital Elevation Models (DEMs) and surface flow models that they can apply as boundary conditions in glaciological flow models.

2.2 Principles
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Figure 2.2.1: Velocity vectors in idealized glacier. [Paterson, W.S.B., 1994]

It is very common to assume that the surface flow is parallel to the ice surface. However, this is not exactly true as Reid showed in 1897. They are inclined slightly downwards in the higher parts of the glacier, where snow accumulates, and slightly upwards in the lower reaches to compensate for ice loss by melting. Figure 2.2.1 shows this pattern. Note that ‘upwards’ and ‘downwards’ are relative to the plane of the surface, not the horizontal. [Paterson, W.S.B., 1994]
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Figure 2.2.2: Laminar flow. [Reeh, N. and W. Dansgaard, 1976]

Nonetheless, we are going to use the surface-parallel flow assumption in the following derivations.

We select a parallel-sided slab model of a glacier as seen in Figure 2.2.2 (with an infinite extent along the y-axis
) and calculate how velocity varies with depth. Let u be the x-component of velocity. 

The ice flow is assumed to be laminar, i.e. the ice deforms in simple shear ((xz is the only non-zero stress component.) and the flow-lines are therefore parallel to the surface
. Obviously, the z- (and y-) component of velocity has to be zero.

In the laminar flow case, the flow law is given by


[image: image4.wmf]n

xz

dz

du

A

t

=

2

1


 ( 2.1 )

Where A is the flow parameter (assumed constant
) and n ( 3. The shear stress at the bottom is
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Where ( is the density, g the gravity, h the thickness and ( the surface slope. The shear stress at depth (h-z) is
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If we insert ( 2.2 )in ( 2.3 ) we get
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Integration of Equation ( 2.1 ) with this value of (xz gives the velocities
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Here, us and ub are the velocities at the surface and the base respectively, ud the velocity component due to internal deformations and u is the velocity at depth (h-z). 

The velocity with which the slab of ice has to be determined separately, as the laminar flow theory deals with internal deformations. Equation ( 2.5 ) shows that the velocity decreases continuously as depth increases and, because n ( 3, most of the decrease takes place in the layers near the bed.

The above outlined theory yields a good approximation, even if the ice thickness is not constant, if (b is replaced with ( gh(. [Reeh, N. and W. Dansgaard, 1976] We also assumed that the ice slab had an infinite extent along the y-axis. If the width/thickness ratio is smaller than that, the theory still works if (b is replaced with B ( gh(, where B is a shape factor
 [Reeh, N. and W. Dansgaard, 1976]

3. InSAR

Nothing tends so much to the advancement of knowledge as the application of a new instrument. The native intellectual powers of men in different times are not so much the causes of the different success of their labours, as the peculiar nature of the means and artificial resources in their possession.

– Sir Humphrey Davy, quoted by Thomas Hager in Force of Nature, 1995.

This chapter is primarily a review of the principles of SAR interferometry, about which additional information is easily found (e.g., [Zebker, H., and R. Goldstein, 1986], [Joughin, I., R. Kwok and M. Fahnestock, 1998]). We will mainly concentrate upon spaceborne (satellite) systems so only the principles of repeat-pass interferometry will be discussed. Single-pass interferometry makes use of two images acquired simultaneously by using separate antennas. A repeat-pass interferometer, on the other hand, acquires a single image of the same area twice from two nearly repeating orbits or flight lines. 

For a review of the principles of imaging radar, see [Elachi, C., 1980] for example, and references therein.

3.1 Principles

The derivations in this and the following sub-chapters are adapted from [Joughin, I., R. Kwok and M. Fahnestock, 1998].

SAR imaging is fundamentally different from conventional optical techniques such as aerial photography. Optical sensors record the amount of solar electromagnetic radiation that is reflected from the observed surface, and every resolution element (pixel) of the resulting image is characterized by the brightness, or amplitude, of the light detected. Radar antennas instead illuminate the observed surface with coherent radiation
 and therefore both the amplitude and phase
 information is retained. 

An interferogram (see Figure 8.2.2 for an example) is the typical way to display the phase information using a series of colored bands, that are meant to resemble the interference fringes produced on a thin film of soap or oil. One complete set of colored bands represents a shift of half a wavelength (the radar wave train must cover the round-trip distance back and forth). 

SAR interferometry exploits this coherence, using the phase measurements to infer differential range and range change in two or more SAR images of the same surface. For repeat-pass interferometry, the range difference between passes is estimated by using 
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Where (unwrap denotes the unwrapped
 interferometric phase difference and ( is the radar wavelength. Note that phase-unwrapping algorithms, which are used to remove the mod-2( ambiguity in the interferometric phase, yield only the relative phase, as there is an unknown constant of integration associated with the unwrapping solution. It is assumed here that (unwrap has been processed to remove this ambiguity (i.e. with the aid of tie points). The ERS-1/2 operates at a wavelength of (=5.656 cm so that ( typically can be determined with sub-centimeter accuracy.
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Figure 3.1.1: Basic imaging geometry for SAR interferometry. S1 and S2 represent two antennas viewing the same surface simultaneously, or a single antenna viewing the same surface on two separate passes. [Joughin, I., R. Kwok and M. Fahnestock, 1998].

When comparing the phase measurements of two radar images, the phase differences between corresponding pixels in the two radar images produce an interference pattern
. If two sequential satellite images are take from exactly the same position, but at different times, there should not be any phase difference for any pair of corresponding pixels. The phases of some pixels in the second image will shift if any ground changes occur in the time between the two radar scans.

The basic viewing geometry can be seen in Figure 3.1.1, where we have two antennas located at S1 and S2 viewing the same surface and separated by a baseline vector B with length B. 

The first antenna is located at altitude H above some reference surface
 and is travelling in the ys direction. From S1, the look angle is ( and the distance between S1 and the point on the ground being imaged is the slant range r0. The range from the antenna at S2 to the same point is r0 + (. 

The baseline separating the two antennas can be expressed in terms of its components normal and parallel to a reference look direction, B( and B(( respectively. A convenient choice is to let the nominal-center look angle (c define the reference-look direction
. The angle (d then denotes the deviation of ( from (c.

With a repeat-pass interferometer, ( is affected by both topography and any displacements of the surface between passes that are directed towards or away from the look direction of the radar. Therefore, the interferometric phase can be expressed as the sum of topography-, and displacement-dependent terms in addition to noise, 
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Where (t is the topographic term, (d is the displacement term and ( is the noise term (due to speckle
 and propagation delays caused by atmospheric variations between the passes). Depending on your field of work, you might consider some of the other parts noise too.

It is possible to separate the phase contributions from topography and deformations if the interference between the elementary targets contributing to each pixel does not change, i.e. the two images have to be taken from close to the same angle. Therefore the two paths that the satellite follows in space cannot lie more than about one kilometer apart (dependent upon the viewing geometry (amongst other parameters) of the satellite in question) [Massonet, D., 1997]. RADARSAT, ERS-1/2 as well as JERS-1 usually comply with this requirement, although none was designed with interferometry in mind. Aircrafts have a much more difficult time flying along the same path twice because of the highly variable conditions in the lower parts of the atmosphere.

Topography estimation with SAR has been discussed in many papers ([Graham, L. C., 1972], [Zebker, H., and R. Goldstein, 1986], [Li, F., and R. M. Goldstein, 1990], [Rodriguez, E., and J. Martin, 1992], and [Zebker, H.A. et al, 1994] for instance). 

Referring to Figure 3.1.1, the baseline and range difference due to topography, (t, are related by
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The phase due to topography is solved for by applying Equation (2.1) and (2.3) 
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In addition to topography estimation, it is possible to determine the local displacements of the observed surface. In the case of the European Remote Sensing satellites no. 1 and 2 (ERS-1/2), a set of fringes represents a displacement of 2.828 cm (half a wavelength) in the direction of the satellite (or directly away from it). The technique involves interferometric phase comparison of successive synthetic aperture radar (SAR) images. The contribution to the phase from surface displacement is given by
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Where 
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denotes the component of the displacement tangential to the surface of a reference ellipsoid and directed across-track, and (d,z denotes displacement directed normal to the ellipsoid. The incidence angle, (, is defined with respect to the local normal to the ellipsoid (see Figure 3.1.1). For steady motion, the phase is related to the surface velocity by
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Where (T is the time between the acquisition of images.

For ice-dynamics studies, we wish to measure the three-dimensional velocity vector
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The LOS observation made from along a single track yields only one velocity component
. Thus, three interferometric observations from linearly independent directions are necessary to fully resolve the velocity vector. ERS-1/2 are only able to look right so there are only observations from two different directions available. Therefore, it is desirable to have the ability to measure the velocity vector with less than three directions of observation.

If we assume that the velocity vector of the surface ice is to the perpendicular to the normal vector of ice sheet surface
, the vertical velocity is related to the horizontal velocity by
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Substituting this expression into Equation (2.7) yields
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This allows the velocity vector to be determined using observations from just two different directions when the surface slope is known. This means that crossing ascending and descending ERS-1/2 orbits are suitable for estimating the ice flow velocity vector.

In areas where there is heavy accumulation/ablation, the surface-parallel flow assumption may yield significant errors in estimates of the vertical motion. Estimates of the horizontal components of motion should be relatively unaffected by deviations from surface-parallel flow. [Joughin, I., R. Kwok and M. Fahnestock, 1998]

 Note that if the direction of the velocity vector is known, it is possible to solve for the velocity vector using only a single-pass and the surface-parallel flow assumption. Flow direction can be estimated from the direction of the surface gradient. 

3.2 Constraints

Spaceborne InSAR measurements are in general inferior to other techniques when it comes to point-to-point accuracy. The force is the imaging capability that provides a new basis for modeling spatially inhomogeneous regions. Temporal variations may in addition be assessed, as satellite orbits are repeated at regular intervals.

Several issues are important for a successful application of InSAR:

· Phase unwrapping. Various processing schemes are available. Caution has to be observed - some unwrapping algorithms do too good a job, so that fringes in highly undulating topography or rapidly moving surfaces are unwrapped even though the result is nonsensical. 

· Decorrelation. Interferometry requires that the many small reflective objects contributing to each pixel (snowflakes, leaves, grains of soil etc.) remain unchanged (so that the random component of the phase is the same for both images).

· Temporal decorrelation induces noise in the measurements and eventually prevents phase unwrapping. Decorrelation occurs because of changes in the physical or geometrical properties of the observed surface. When it comes to ice sheets or caps, it can occur due to surface freeze/thaw, snow drifting, accumulation etc.

· Spatial decorrelation. The viewing geometry of the two images becomes too different when the perpendicular baseline is too large. The distance at which this occurs depends upon the observed surface and rarely approaches the theoretical limit.

· Baseline and orbital estimation and tie points. The position and attitude of the platform is usually not known with high enough accuracy so tie points are needed to determine the position/baseline.  

· SAR system instabilities [Mohr, J.J., 1997].

· Atmospheric disturbances. Ionospheric errors are frequency dependent and can be minimized by the use of dual-frequency instruments. Tropospheric errors are frequency independent and can only be eliminated by the use of several independent data sets. 

· Signal penetration. The SAR signal will typically not bounce off the surface, but rather interact with the subsurface media. Some of the important issues are:

· Scattering processes. 

· Penetration depth.

· Inversion of LOS displacements to three-dimensional velocities. Assumption: Surface velocity vector perpendicular to surface normal.

· Terrain type affects the properties of the interferogram. Different terrain types can be discriminated based on backscatter, temporal and spatial decorrelation, etc.

Some aspects, such as temporal decorrelation and atmospheric disturbances, impose intrinsic limitations. Others, such as phase unwrapping and SAR system instability corrections, are subject to future improvements. [Mohr, J.J., 1997]

In the following sections, we will address a couple of these issues.

3.2.1 Baseline Estimation

ERS-1/2 orbits are not known well enough to estimate the spatial baselines with the level of accuracy needed to generate DEMs and estimate displacements. Inaccuracies in the estimated SAR satellite orbits can introduce long wavelength quadratic phase distortions that can mask the similar long wavelength component of the surface displacement [Bock, Y. and S. Williams, 1997].

Consequently, the baseline must be calibrated using tie points. For estimating the linear baseline errors in the repeat-pass ERS-1/2 system, at least four tie-points with known position, elevation, and velocity are needed [Mohr, J.J., 1997]. 

The baseline varies along the satellite track, which we model as a linear function of the along-track coordinate, ys. The baseline is then represented as
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And


[image: image22.wmf]÷

÷

ø

ö

ç

ç

è

æ

-

+

=

ïï

ïï

ïï

s

y

c

s

s

c

L

y

y

B

B

B

,

d


( 3.11 )

Where 
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With a linear model for baseline variation, there are four unknown parameters: 
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, (B( and (B((. There is also an unknown constant associated with the phase after it has been unwrapped. We make an approximation to implicitly incorporate this constant into the baseline solution so that only the four baseline parameters need to be determined. We then estimate the baseline using a linear least-squares solution with at least four tie points
. 

Even if the baseline was determined perfectly (i.e. so that the baseline estimate contributes no error to the velocity estimate), the estimated baseline would differ slightly from the actual baseline. This is because approximations in the baseline model and errors in some of the independent parameters (i.e. satellite altitude) are compensated by using an effective rather than exact baseline. The difference between the true and effective baseline length is small (i.e. less than a meter). [Joughin, I., R. Kwok and M. Fahnestock, 1998]

When it comes to airborne SAR, the baseline issues are similar; however, here the problems are complicated by the fact, that an aircraft rarely are able to fly along a straight line for the duration of a SAR scene.

3.2.2 Error Sources

3.2.2.1 Spatial and Temporal baselines

The properties of both the spatial and temporal baselines influence the overall quality of the resulting DEMs and VFMs
.

· Short perpendicular baseline ( high displacement sensitivity, low topographic sensitivity. This intrinsic feature has to be taken into account in areas where no data with long baselines are available. The generated DEMs will consequently be of a low quality, especially if the displacement component is not fully removed.

· Long perpendicular baseline ( low displacement sensitivity, high topographic sensitivity. This intrinsic feature has to be taken into account in areas where no data with short baselines are available. The generated VFMs will consequently be of a low quality, especially if the topographic component is not fully removed.

· Short temporal baseline ( in areas with small displacements, the displacement Signal-to-Noise Ratio (SNR) will be low so the VFMs will be very noisy.

· Long Short temporal baseline ( in areas with significant displacements or other surface changes, the temporal decorrelation will be large, eventually causing the interferometric alignment of the two SAR images to fail.

Unfortunately, the available interferometric pairs will often have intermediate perpendicular baselines that do not perfectly suit our needs.

3.2.2.2 Signal Penetration

Typically, the SAR signal does not measure the position of the air-ice boundary. Rather, the signal penetrates the surface and is either volume scattered or scattered back from a subsurface layer. 

In theory, the largest obtainable penetration depth is the skin depth. As described in [Mader, R.E., 1991], the skin depth of ice having a temperature of –20 ºC is 65 m at C-band frequencies, so for small incidence angles the SAR should be able to detect a dielectric discontinuity (such as that due to layering) if the target is within one order of skin depth from the surface.

The predominant type of scattering process depends upon the location. The physical properties of the surface is highly correlated with elevation (and somewhat dependent upon latitude). Traditionally, the ice sheet is divided into the accumulation and ablation zones. The accumulation zone is then sub-divided into the dry-snow, percolation and wet-snow zones (distinguishing between regions with no summer melting, summer melting with subsequent re-freezing, summer melting with no re-freezing). The varying physical properties are reflected in the SAR backscatter and the different snow facies can clearly be detected in the SAR amplitude images. [Fahnestock, M., R. Bindschadler, R. Kwok and K.C. Jezek, 1993]

In the central regions of the ice sheet, where the year-round temperatures are low enough to ensure that no surface melting occur, the SAR amplitude images appear very dark and the SNR is generally low (not taking other factors into account). Here, the predominant process is volume scattering. [Jezek, K.C., 1993]

The percolation zone appears very bright in the amplitude images and the signal-to-noise-ratio is usually very high. Here, the predominant process is backscattering from subsurface horizontal ice layers and ice lenses and even vertical ice pipes (ERS-1/2 AMI is VV polarized
). [Jezek, K.C., 1993]

The wet-snow zone appears somewhere in between the two previous ones when it comes to apparent brightness in the SAR amplitude images. Here the decrease in return signal strength is though to be caused by specular reflections on the present liquid water (the water surface acts as a mirror). [Jezek, K.C., 1993]

Additionally, changes in the chemical composition of the snow could alter the signal propagation since the conductivity of dust layers from desert storms or acid layers from volcanic activity will be different from that of snow/firn/ice.

So, the received signal does not originate from a clearly defined surface (the air/snow boundary) but rather from a multitude of subsurface sources. This complicates the interpretation of InSAR data, since a clear understanding of the backscatter requires a thorough investigation of snow/firn/ice properties (temperature, stratification, locations of ice lenses, ice pipes, etc.) within the region in question. Since this is usually not feasible, general considerations about the geographical distribution of backscatter features have to suffice.

A way to assess the different scattering mechanisms (but not the depth at which they occur) is to use polarimetric SAR data. Here, the phase differences between the HH and VV signals could be used to identify the dominating scattering mechanism within a resolution cell. [Mader, R.E., 1991]

When geodetic tie points on the ice is used to solve the ambiguity, it is inherently assumed that the backscatter occur at the surface or at an (imaginary) internal layer parallel to the surface. The necessary shift of the SAR DEM is then is then solved for in the ambiguity determination.

3.2.2.3 Atmospheric Artifacts

There are two types of atmospheric artifacts, one caused by changes in surface conditions due to atmospheric variations, and one caused by changes in the medium (ionosphere/troposphere) the radar signal penetrates.

· Surface conditions, and thus the phase, may change due to the local weather conditions: 

· Average temperature. As discussed in the previous section, the SNR is dependent on backscatter type and thus temperature.

· Temperature shifts. Especially freeze/thaw. Changes the dielectric properties of the surface.

· Snow accumulation. Newly fallen snow alters both the micro and macro geometry (looser internal structure and alteration of the surface position).

· Snowdrift/-storm. Exposure of underlying layers (firn/ice) and snowdrift formation.

· Katabatic fall winds (Föhn). Significant temperature changes and strong surface winds ( changes in dielectric properties in addition to snowdrift.

The ionosphere and troposphere contributes with different types of signals: 

· Ionospheric Signals: 

The SAR phase signal propagates at different velocities dependent upon the number of free electrons in the ionosphere. These long wavelength features are often interpreted as orbit errors since they only cause a small ramp in the interferogram. [Hanssen, R. and S. Usai, 1998]. 

Travelling Ionospheric Disturbances (TID’s), that are mainly caused by auroral disturbances, have different spatial wavelengths: thousands, hundreds and tens of kilometers. Acoustic waves, small-scale ionospheric phenomena, are characterized as irregularities in the ionosphere’s E- and F-region. [Hanssen, R. and S. Usai, 1998]. Since these effects are dependent of frequency [Zebker, H.A., P.A. Rosen and S. Hensley, 1997], the usual approach is to carry out dual-frequency measurements (GPS at L1- and L2-band for example).

Ionospheric effects can be eliminated by the use of dual-frequency measurements but the only spaceborne sensor that has capability is the Spaceborne Imaging Radar - C and X-band Synthetic Aperture Radar (SIR-C/XSAR) system that is flown onboard the shuttle.

· Tropospheric Signals: 
The propagation velocity in the troposphere is determined by the refractive index, which is dependent of temperature, pressure and relative humidity. The most important factor is the relative humidity due to the relative character of the InSAR observations. The effects of variations in pressure and temperature are smaller in magnitude and more evenly distributed. [Hanssen, R. and S. Usai, 1998], [Zebker, H.A., P.A. Rosen and S. Hensley, 1997]. 

The effect is independent of frequency at microwave wavelengths so the signal can not be eliminated by dual-frequency measurements. The errors are spatially unrelated to surface features and exhibit the characteristic Kolmogorov 8/3 power law spectrum associated with turbulence. [Rocca, F., C. Prati and A. Ferretti, 1998], [Zebker, H.A., P.A. Rosen and S. Hensley, 1997] 

It is not possible to separate tropospheric delays from the phase signatures of either surface topography or displacements, since they produce equivalent distortions in the imaging geometry. The expected value of these atmospheric effects must therefore be considered in the interpretation of the observations. [Zebker, H.A., P.A. Rosen and S. Hensley, 1997]

In the topographic case, the tropospheric errors can be reduced by choosing a large baseline (spatial decorrelation taken into consideration), as the error amplitude is inversely proportional to the perpendicular component of the interferometer baseline [Gray, A.L. et al, 1998], [Rocca, F., C. Prati and A. Ferretti, 1998], [Zebker, H.A., P.A. Rosen and S. Hensley, 1997].
In the case of displacement measurement errors, the result is either independent of baseline parameters or else very nearly so. Therefore, the only way to reduce the effect of the atmospheric noise is to use simple averaging of the measurements obtained from completely independent pairs. [Gray, A.L. et al, 1998], [Zebker, H.A., P.A. Rosen and S. Hensley, 1997] 

The major problem to address is the small-scale phenomena since most atmosphere models have a rather low resolution. Optical data, from for example the NOAA Advanced Very High Resolution Radiometer (AVHRR), can be used to determine variations in cloud cover – indicating varying relative humidity. Other types of meteorological data sources that can be useful are weather radar, radiosonde, synoptic observations and weather charts [Hanssen, R. and S. Usai, 1998]. Unfortunately, these data are generally only available in populated areas. In addition, Continuous in-situ GPS data can be used to map the spatial and temporal distribution of water vapor (“atmospheric sounding”) and correct the delays in radar data [Bock, Y. and S. Williams, 1997].

· Polar Regions Issues:

The atmosphere is thinner in the Polar Regions due to the equatorial bulge so the ray path through the atmosphere is relatively short and thus less sensitive to variations in relative humidity in an absolute sense [Zebker, H.A., P.A. Rosen and S. Hensley, 1997]. This is especially the case, when the observed areas are located on the Greenland or Antarctic ice sheets where the elevations are several kilometers.

The conditions in large parts of the Polar Regions are arid with low atmospheric water vapor content, thus minimizing the propagation inhomogeneities. 

Images acquired during the winter season might be influenced by the nocturnally active E- and F-regions in the ionosphere. The auroral activity might be another disturbing factor (Greenland lies within the auroral belt). Both these phenomena are of a relatively small scale so they will not appear as a simple phase ramp in the interferograms.

Phase errors in range of 1 to 2 radians on scales of 1 to 10's of km were observed by [Gray, A.L. et al, 1998] in arid Bathurst Island, Canada, and with a small baseline, the DEMs might be in error by many tens of meters. Therefore, it is necessary to consider atmospheric effects even in arid areas.

4. GPS

Currently, two Global Satellite Navigation Systems (GNSS) exist (the American NAVigation System with Time And Ranging Global Positioning System (NAVSTAR GPS) and the Russian GLObal Navigation Satellite System (GLONASS)). Additionally, a similar European system (Galileo) will be developed in the near future (it is not clear yet whether ESA or EU is going to be responsible [Kristian Keller, personal communication]. In the following, we will only deal with the (NAVSTAR) GPS system
. 

This chapter outlines the basic principles of GPS positioning, relying on the material found in [Kleusberg, 1996] and [Seeber, 1993]. 

4.1 Principles
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Figure 4.1.1: GPS satellite constellation. [http://www.nasm.edu/gps]

The space segment consists of 21+3
 satellites. The satellite orbits, in six orbital planes, are almost circular, with an inclination of 55(
. The semi-major axis of the orbits is 26,600 km. The constellation can be seen in Figure 4.1.1.

Each satellite transmits signals on two carrier frequencies in the L-band:

L1: f =1575.42 MHz and ( = 19.05 cm

L2: f =1227.60 MHz and ( = 24.45 cm

Where f denotes frequency, and ( wavelength. 

These are the navigation signals (codes), and the navigation and system data (message
). The navigation signals (codes) are modulated on the carrier frequencies as so-called Pseudo Random Noise (PRN) sequences. The L1 signal contains both the precise P-code
 and the less precise C/A-code
. The L2 signal contains only the P-code. The navigation message is superimposed on both L1 and L2 along with the PRN codes.

Since GPS is a military system, the accuracy is intentionally degraded by Anti-Spoofing (AS)
 and Selective Availability (SA)
.

The data typically collected by a geodetic-quality GPS receiver are:

· Time-tagged pseudorange and carrier phase measurements on both carrier frequencies (L1 and L2).

· Signal to noise rations for all satellites simultaneously tracked (currently up to 12
).

· Broadcast satellite ephemerides and clock coefficients

· Information entered by the user (station number, antenna type and height, etc.).

Unlike for example altimetry, GPS is a one-way ranging system, i.e. the signals only travel through the atmosphere once (satellite ( receiver). The fundamental observable is the time it takes the signal to propagate between the satellite antenna and the receiver antenna. The travel time is scaled into a range measurement using the propagation velocity
. [Seeber, 1993]
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Figure 4.1.2: GPS positioning. [http://www.nasm.edu/gps]

One-way ranging means that the time at transmission is compared to the time at the reception of the signal. The observed signal travel time contains a systematic synchronization error (time bias), because the two clocks are not strictly synchronized. Biased ranges are often called pseudoranges. Hence, the basic observation principle of GPS can be regarded as the determination of pseudoranges. Figure 4.1.2 demonstrates that the simultaneous observation of four pseudo-ranges is required to derive the three coordinates and the clock synchronization error. As an additional requirement, it is also necessary to know the satellite position and the satellite time.

The pseudoranges are determined by the use of the PRN codes transmitted by a satellite. The receiver compares a locally generated code sequence with the one received from the satellite and determines the required shift for maximum correlation. The time offset is simply the time the signal takes to propagate from the satellite to the receiver. 

We will not go into detail with the pseudorange measurements since carrier phase technique (described in the following) yields results that are much more accurate.

The phase of the received carrier is compared to the phase of a carrier generated by an oscillator in the GPS receiver. The frequency of carrier generated by the receiver is constant whereas the received carrier is changing in frequency
. The signal propagation time (satellite ( receiver) relates the phase of the received carrier to the phase of the carrier at the satellite.

Ideally, the carrier phase observable would be the total number of carrier cycles (including fractions) between the antennas of a satellite and a receiver at any instant. Unfortunately, a GPS receiver has no way of distinguishing one cycle of a carrier from another. Instead, the fractional phase is determined and the phase changes are recorded, i.e. the initial phase is undetermined, or ambiguous, by an integer number of cycles. This unknown number of cycles or ambiguity, N, must be estimated along with the other unknowns – the coordinates of the receiver - in order to use the carrier phase as an observable of positioning. [Kleusberg & Teunissen, 1996]

A cycle slip occurs if the receiver loses lock on enough satellites to cause the remaining number of simultaneously observed satellites to be less than four
 [Seeber, G., 1993]. Thus, a new initial ambiguity has to be determined. 

The measured carrier phase (in cycles) can be converted to equivalent distance units. By multiplying by the wavelength, (, of the carrier, we can express the carrier phase observation equation as:
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Where ( is the geometric range to the satellite, (xs, ys, zs) the satellite coordinates, (xr, ysr zr) the receiver coordinates, c the speed of light, dT and dt are the offsets of the satellite and receiver clocks from GPS Time, dion and dtrop are the delays imparted by the ionosphere and troposphere respectively, and ( represents the effect of multipath and receiver noise. [Kleusberg & Teunissen, 1996]

This is an inverse problem – we need to mathematically describe all of the terms on the right-hand side of the equation so that the sum of the terms equals the measurement value on the left-hand side. Any error in the description of the terms will result in errors in the derived receiver coordinates.

4.1.1 Relative Positioning using Dual-Frequency Carrier Phases

Additional observables (besides the pseudorange and the carrier phase) can be generated by combining the basic observables in various ways. Here we will describe some of the more widely used.

Relative positioning
 requires that a minimum of two GPS receivers observe the same set of satellites simultaneously. Compared to single-point positioning, the relative positioning parameters are much less sensitive to interfering uncertainties such as ephemeris-, clock- and atmospheric effects:

· If the inter-station baseline is shorter than the wavelength of the local atmospheric variations, the atmospheric delays are (almost) the same. The reason being, that the radio signals travel through the same portion of the atmosphere and thus experience the same changes in velocity and ray bending.

· The effect of orbital uncertainty is minimized if the inter-station baseline is small. [Kleusberg & Teunissen, 1996]

· In the single-difference equation both the instrumental delay of the satellite as well as the satellite clock error have been eliminated. Only the relative receiver clock error remains together with the relative instrumental delay of the two receivers. [Kleusberg & Teunissen, 1996]

The following single-difference equations are used in relative positioning:
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Where k = 1,…,m indicates the relevant satellite, i, j denotes the two receivers, n, w the narrow and wide lane respectively, while 1, 2 corresponds to the two frequencies L1 and L2. The first two are between-receiver differences, one for each frequency, whereas the last two are between-frequency differences
. 

The wide lane ambiguity has to be resolved for a signal with a wavelength four times larger, which makes it much easier. However, the related observation noise is six times greater. The linear combination with the lowest noise level is the narrow lane. Its ambiguity is, however, difficult to resolve. The narrow lane is mainly used over short baselines. [Seeber, 1993]

The ionospheric delay is phase dependent, so measurements at both L1 and L2 can be used to remove it. The wide and narrow lane can be used to eliminate the ionospheric effects because the magnitude is equal, but it has an opposite sign. Hence, the mean of the wide and the narrow lane yields the ionosphere free signal.
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[Seeber, 1993]

4.1.2 Post-Processing

In geodetic applications, the GPS data are generally processed after the fieldwork
. Usually there will be enough time to acquire precise ephemerides from one of the IGS centers. This eliminates the need of broadcast ephemerides that has a lower accuracy
.

At KMS we process the data with the following software: GPSurvey by Trimble (Sunnyvale, California), Geotracer/GeoGenius by Spectra Precision AB (Danderyd, Sweden) and Bernese from The Astronomical Institute of the University of Bern (Bern, Switzerland). The software packages are used for different purposes. GPSurvey/Geotracer/GeoGenius are used interchangeably – it is a matter of personal preference. Bernese, on the other hand, is used for high-accuracy applications such as computation of very long baselines and ties to the International GPS Service  (IGS) network.

The general processing scheme is based on relative positioning using dual-frequency carrier phases, as described in the previous sub-chapter. The inverse problem is solved one way or another dependent upon the software, but in general it can be described as solving the observation equations:
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Where A is the observation matrix, P is the weight matrix, X is the best estimate vector, and Y is the observable vector. The ambiguity estimates, Nk for the k = 1,…,m satellites (along with all the other unknowns, such as clock errors, receiver coordinates, etc.), are included in the X vector. The resulting estimates are all real numbers and not integers – as we know Nk’s should be. The float
 solution given by the GPS softwares are the receiver coordinates given in X.

In order to get the true Nk’s, we need to convert the reals to integers. There are multitudes of ways to do that, but simple rounding off/up is the easiest. Unfortunately, this might not give the correct result due to noise, so therefore a whole range of surrounding integers has to be investigated. The solution with the significantly lowest RMS is then chosen as the ‘fixed’ solution, i.e. the carrier phase solution where the ambiguity has been fixed. If no integer solution is outstandingly better than the rest, no fixed solution is given.

Some softwares, such as Bernese, will present a mixed solution if an integer only can be determined for some of the Nk’s. The percentage of fixed Nk’s is then a measure of the accuracy of the obtained solution.

If the carrier phase measurement is corrupted, a code solution will be computed. Combinations of the two data types can also be used – an example is Trimble’s ‘Mixed Float’ solution.

If cycle slips are found the software will try to determine the cycle slip values and correct them. This is only possible if the cycle slip is of a relatively short duration. If not, a new ambiguity has to be determined. 

Kinematic GPS corresponds to single-epoch static GPS measurements, but there are two different post-processing schemes:

· Kinematic processing with static initialization
. Based on a static initialization, the software is able to determine the coordinates of a moving receiver. 

· If a static initialization is not feasible, On-The-Fly (OTF) techniques can determine the ambiguity without any static initialization. 

Dual-frequency OTF positioning is by far the most productive approach and accuracies better than 10 cm are possible. [Geotracer 2.1]

4.2 Accuracy issues

The required measurement period depends upon the desired accuracy, the baseline, the environmental conditions (e.g. ionospheric disturbances, multipath) and the state of the satellite system (e.g. is it a full constellation of working satellites?).

The basic requirement for precise surveys is the resolution of dual-frequency phase ambiguities. Once the ambiguities are resolved, the observations can be finished. Over short distances (up to 10-15 km), with sufficient satellites (six or more), and with advanced software this period can be as short as 5 minutes (with a high sampling rate). Over larger distances, several hours of observation are required to obtain a precise solution. 

The precision of the determination is mainly derived from the change in satellite geometry over the time span observed. Many samples are required in order to obtain a precise result. Typically, a long-baseline session will last a couple of hours with a sampling rate of 15-30 s. A higher sampling rate will yield larger amounts of data but the increase in accuracy is small. However, if the available amount of time is less than that, the sampling rate is increased (providing more samples) - this is only advisable for short baselines.

If the measurements are of a duration longer than a couple of GPS revolution periods (almost exactly half a sidereal day, i.e. 11h 56 m), orbital errors can be averaged out. Additionally, observation periods longer than 24 hours will provide the means eliminating meteorological, multipath, and other time-variable effects. When it comes to the continental-scale measurements, data should be obtained for a week or more.

The sunspot activity should also be taken into account since ionospheric disturbances will increase the noise level greatly. During sunspot maximums
, longer observation periods are advisable.

It is generally assumed that multipath delays are absent (i.e. a proper receiver location has been chosen). If parts of the sky at the antenna site are obstructed, the multipath issue has to be addressed. This can be done by the use of a cut-off angle, i.e. an angle below which, data are ignored. A value in between 10-15( is usually selected - depending upon the surroundings.

Atmospheric effects can be minimized by having a small inter-station baseline. This is not feasible in Greenland where the distances are large. Instead, suitable atmospheric models
 should be applied.

Other issues relating to static GPS are: If sub-centimeter accuracies are required, the reference coordinates should be re-calculated every year relative to the IGS network due to plate tectonics. Ideally, the observation sites should be anchored in bedrock but this is not possible in the ice-covered regions - so in the main part of Greenland this is an insoluble requirement.

In kinematic surveying, the centimeter level can be achieved continuously. However, cycle slips can be problematic - banking of the aircraft in sharp turns may result in loss of lock. 

5. Airborne Laser Altimetry

5.1 Basics
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Figure 5.1.1: Laser altimetry principles.

Unlike GPS, altimetry is a two-way ranging system, i.e. the signals travel through the atmosphere twice (altimeter ( surface element ( altimeter).

Laser altimetry is usually carried out from an airborne platform. The infrared laser is sensitive to water vapor in the atmosphere so spaceborne systems are expected to provide few surface elevation data in the Polar Regions due to extended cloud cover (elevation of cloud tops are measured instead). 

The laser altimetry technique assumes that the position of the platform is known with high accuracy. In the spaceborne case, this is obtained by precise orbit determinations and in an airborne system, the positions are usually determined by onboard GPS measurements. The attitude of the platform has to be determined with high accuracy as well and this is usually done using an Inertial Measuring Unit (IMU).

The laser altimeter is then used, in combination with the IMU and a geodetic GPS, to determine the exact location of the laser altimeter footprint in WGS84, i.e. the position of the observed surface relative to the center of the Earth.

In Figure 5.1.1, the basic geometry is shown. Haltimeter is the distance measured by the laser altimeter, HGPS is the ellipsoidal height measured by the GPS receiver, h is the elevation, H the sea surface topography and N is the geoidal height. 

5.2 Aircraft Attitude
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Figure 5.2.1: Aircraft attitude.

Readers wishing additional information are referred to texts by Farrell, J.L., 1976] and [Titterton, D.H. and J.L. Weston, 1997].

Not only do we need to know the position of the aircraft, and thereby the laser altimeter, we also need to determine the attitude of the aircraft in order to determine the location of the laser footprint
 (the laser altimeter is pointing in a fixed direction relative to the fuselage of the aircraft). The attitude of the aircraft can be described by the three components pitch, yaw and roll. In the following derivations, we consider (see Figure 5.2.1):

· Pitch, p, to be positive when the nose is raised.

· Yaw, y, to be the angle between the velocity vector and the axis of the aircraft in the horizontal plane. y is positive to the right.

· Roll, r, to be positive when the left wing dives.
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Figure 5.2.2: Footprint correction geometry. P is the position of the laser altimeter, Pf the position of the footprint, Sll the correction along-track, and S( the correction across-track.

The attitude (only pitch and roll) of the aircraft is estimated by the use of dual-axis accelerometer or an Inertial Measuring Unit (IMU) and GPS data. This provides the orientation of the laser beam, and this combined with the laser altimeter range and the GPS positioning of the aircraft gives the position of the foot print.

The (x,y) projection (in the aircraft centered coordinate system) of the footprint position is estimated as follows:
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Where P is the position of the laser altimeter, Pf the position of the footprint, and S the correction in the plane.

The two components of S are, to first order, given as:
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And
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Where h is the laser altimeter measurement, p the pitch and r the roll.

It is important to note, that the GPS measurements are given in an Earth centered coordinate system (as latitude, longitude, and elevation), while the accelerometer measurements are given in a local (aircraft centered) Cartesian coordinate system. We therefore need to rotate the local Cartesian coordinate system:
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Where ( is the azimuth:
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We know the aircraft’s instantaneous position ((, (, H) from the GPS measurements, so the footprint coordinates will be:
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Where R is the local Earth radius, h is the laser altimeter measurement, and (h is the vertical distance between the GPS antenna and the laser altimeter opening. 

We used two different types of attitude monitoring devices
 and they have to be treated separately. In the following sub-chapters, we will derive the necessary equations in order to determine the footprint position in both cases.

5.3 Dual-Axis Accelerometer Case

A dual-axis accelerometer was used in 1996 since a true IMU was not available. The dual-axis accelerometer measures accelerations along its two axes, ap and ar (local Cartesian coordinate system). From GPS, we get the accelerations in the North, East and up directions, aN, aE and au (Earth centered coordinate system). In the local Cartesian coordinate system, the North and East components are given as:
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Where the azimuth, ( was defined in ( 5.5 ).

The all and a( components projected onto the axes of the local Cartesian coordinate system can be described as (first order approximation):
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The apparent pitch and roll, as measured by the inclinometer, are:
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Where p and r are the true pitch and roll, while the second terms take into account that forward accelerations will be observed as positive pitch, and accelerations towards the right as positive roll respectively. The apparent and true pitch and roll are the same when the aircraft is standing still.

Now we have to solve the following equation by iteration:
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I.e.
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Thereby we improve the estimate of p and r.

In this derivation, we have ignored all fictitious forces in the rotating coordinate system.

5.4 Inertial Measuring Unit (IMU) Case

A custom made (by Greenwood Engineering, Denmark) inertial measuring unit (IMU) consisting of three Schaewitz accelerometers and three Litef fiber optic gyros was used in 1997. Because the IMU is not a complete Inertial Navigation System (INS) which provides the attitudes, the IMU only provides raw measurements e.g. angle velocities and raw accelerations in three dimensions.

The raw angle increments were converted to angles using Euler angles minus Earth rotation: 
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Where ( is the roll, ( the pitch, ( the heading, (x, (y and (z, the body rates and the derivatives indicate the increment in attitude. However, the use of these equations is limited since the solution of the equations become indeterminable when ( = (90(. [Titterton, D.H. and J.L. Weston, 1997]

Initially, the pitch and roll are zero if the data logging is started while the plane is only moving horizontally (taxiing), and the initial heading is given from the GPS.

From two consecutive GPS positions the heading of the aircraft is easily computed when the misalignment between the heading and yaw is neglected. Furthermore, the data from the accelerometers can be used in combination with the differentiated GPS positions to calculate a long term stable pitch and roll. These data sets are then filtered as well as the gyro data, then the gyro drift is removed and the short term stable gyro data is added to the GPS related attitude data.

The resulting attitude estimates are believed to be within a few degrees of the correct attitudes [Kristian Keller, personal communication]. 

6. Airborne GPR

The previously mentioned techniques all deal with surface topography determination – although some signal penetration is expected in the InSAR case. We also need to determine the bedrock topography since the thickness of the ice has to be known in order to apply the glaciological model mentioned in Chapter 2. 

An ice-sounding or Ground Penetrating Radar (GPR) is an instrument suitable for that purpose. Various radar systems have been developed to be either towed by a skidoo (or a human) or installed in an aircraft.

There are many similarities between GPR and wave propagation methods in subsurface imaging for oil exploration. This analogy has been used to transfer technology from the petroleum industry to the geo-technical arena but this approach does have its limits, as the physical processes involved in signal transmission are very different. [American Geophysical Union, 1995]

6.1 Principles

Radars are useful for ice sounding because ice is relatively transparent to long-wavelength electromagnetic energy. Liquid water, on the other hand, is opaque to radar waves so the presence of melt water will scatter or block the signal. Various research areas have found use of ice-sounding radar. Frequencies of a few MHz are useful for mapping of bedrock topography while frequencies in the 200-500 MHz range are suitable for crevasse detection near the surface. Two to five MHz frequencies are best for temperate glaciers (at the melting point, i.e. liquid water is present)
. Snow structure and stratigraphy can be studied with the use of GHz frequencies. [Welch, B.C., 1998]

GPR is a two-way ranging technique as is laser altimetry. Here the measurable is also the return time. Unlike laser altimetry, we receive return signals from a multitude of surfaces.

The two main components of the radar are the transmitter and the receiver. A short pulse of radio waves of a specific frequency is transmitted. The receiver detects the radio waves from the transmitter and any waves that have been reflected by nearby surfaces. The receiver records the amount of time between the arrival of the transmitted wave and any reflected waves as well as the intensity of the waves.

The travel time is scaled into a range measurement using the propagation velocity. Here it is important to notice that the propagation velocity is dependent upon the dielectric properties of the media. Radio waves travel through air at a speed approximately equal to the speed of light, but through ice at a speed equal to 1.69 108 m/s [Gundestrup, N. K. Keller, T. Knudsen and P. Jonsson., 2000].

The 60 MHz GPR used to collect data over Geikie was developed by TUD in 1969. It has subsequently been modified so that the data collection is digital (in addition to other modifications). The radar is equipped with a dipole antenna used for both transmission and reception. The pulse duration and the receiver bandwidth should be varied in order to obtain maximum sensitivity or maximum resolution respectively to suit the measuring conditions. [Gudmandsen, P., 1970]

6.2 Resolution

The range resolution, i.e. the resolution in measuring the aircraft altitude and the ice thickness, is determined by the bandwidth. A long pulse length and a narrow bandwidth give maximum sensitivity, which is required in order to penetrate through very thick ice
. When the ice thickness is small, the pulse length can be shortened to and the bandwidth expanded in order to increase the resolution. 100 – 3200 m is the range of thicknesses that are measurable (with varying instrument settings) according to field studies. [Gudmandsen, P., 1970]

With the antenna used onboard the Twin Otter, the resolution bandwidth is limited to around 4 MHz which corresponds to a 3-dB range resolution – corresponding to the resolutions listed in Table 6.2.1
. [Christensen, E. L., N. Reeh, R. Forsberg, J.H. Jørgensen, N. Skou and K. Woelders, 1999] 


Surface [m]
Thickness [m]

Range Resolution
37.50
21.00

Table 6.2.1: Ice-sounding radar range resolution [Christensen, E. L., N. Reeh, R. Forsberg, J.H. Jørgensen, N. Skou and K. Woelders, 1999].

If the SNR is high, the precision in altitude and thickness measurements can be considerably better than the 3-dB resolution [Christensen, E. L., N. Reeh, R. Forsberg, J.H. Jørgensen, N. Skou and K. Woelders, 1999]. In order to obtain a high SNR the pulses have to be sufficiently high-powered. Therefore, swept-FM or step-frequency transmitters might be handy. Although frequency synthesizers are still costlier than pulse radars, they seem to overcome some of the limitations of pulse radars, which makes them interesting for future developments. [Spagnolini, U., ]

It should be noted that the thickness of the ice is determined with higher accuracy than the altitude above the surface
. Therefore, the surface elevation should ideally be determined by other means such as laser altimetry.

High-amplitude surface echoes might mask the echoes from the bedrock. The amplitude of the surface echo can be kept low by flying at a low altitude since a 90° incidence angle results in a low backscatter. If, on the other hand, the surface needs to be mapped (if the laser altimeter is not working) the required minimum flight altitude is around 250 m. The reason being that the transmitted pulse must decay to a level below enough for the surface echoes to be detected. [Christensen, E. L., N. Reeh, R. Forsberg, J.H. Jørgensen, N. Skou and K. Woelders, 1999]

The determination of the footprint size is non-trivial due to refraction at the air-ice boundary. [Christensen, E. L., N. Reeh, R. Forsberg, J.H. Jørgensen, N. Skou and K. Woelders, 1999] have estimated the footprint size for various aircraft altitudes and ice thicknesses (listed in Table 6.2.2).

Altitude [m] \ Thickness [m]
0
100
300
1000
3000

3
81
141
231
413
711

30
121
171
249
423
717

300
309
335
380
511
771

Table 6.2.2: Ice-sounding radar estimated footprint diameters as function of altitude and thickness. [Christensen, E. L., N. Reeh, R. Forsberg, J.H. Jørgensen, N. Skou and K. Woelders, 1999]

We can see that it is essential to fly as low as safety permits, as the footprint size is largely dependent on distance.

The large footprint size causes the radar to collect echoes from a large area. This is an advantage in the case of weak return signals as the summation improves the sensitivity, but for strong echoes this is imposes a problem. If the object closest to the radar (which might not be in the nadir direction) is a strong backscatterer, this will mask the return signal directly below the flight track. This is problematic in regions where the surface and/or bedrock topography is highly undulating.

The horizontal resolution is not only dependent on footprint size but also the spacing between samples. The best achievable across- and along-track (azimuth) resolution is 81 m for the 4 MHz bandwidth of the present system. The aircraft velocity is less than 70 m/s
, so an azimuth sampling rate of ca. 3 samples per second is sufficient (a sampling interval of 320 ms has been selected). [Christensen, E. L., N. Reeh, R. Forsberg, J.H. Jørgensen, N. Skou and K. Woelders, 1999]

7. Field Operations

Several people were involved in the fieldwork. In 1996: Jørgen Dall (DCRS), René Forsberg (KMS), Kristian Keller (KMS) Bo Madsen (KMS) and Johan Mohr (DCRS). In 1997: Jørgen Dall (DCRS), Kristian Keller (KMS), and Cecilia S. Nielsen (KMS). In 1998: Kristian Keller (KMS), Cecilia S. Nielsen (KMS), Steen Savstrup Kristensen (DCRS) and Anders Svensson (UC).

The airborne measurements were carried out onboard a De Havilland DHC-6 Twin Otter. The Twin Otter was fitted with skis so it also functioned as an airlift for the crews carrying out ground measurements at Geikie. Additionally, the DCRS EMISAR team collected data in 1995, 1997 and 1998
.

The scope was to repeat the same measurements on a yearly basis so that both geographical and temporal changes of the ice surface could be monitored. The measurements were therefore repetitive and this chapter will only cover the different measurement once (unless some significant changes have occurred). 

For the Geikie fieldwork we used Trimble 4000 SSi GPS receivers. They are very versatile and we use them to collect both static and kinematic data (on the ground and airborne). The only problem with a 18-channel receiver such as Trimble 4000 SSi is that it is only able to receive both L1 and L2 data from 9 satellites simultaneously (the Z-surveyor has 24 channels).  This is of relevance at high latitudes where there are often more than 10 satellites above the horizon. Unfortunately, several of those will be located at low elevations (the GPS satellites are not in a polar orbit, thus leaving a ‘hole’ at the pole) so the satellite configuration might not be very good. It is therefore necessary to use a relatively high cut-off angle (elevation mask) although the ice sheet is extremely flat and there are no visible obstacles at all. 

7.1 Constable Pynt

7.1.1 Static GPS

KMS has a geodetic benchmark (GTO 0384, or KMS 53859)
 at the Constable Pynt airfield (CNP). This is located rather inconveniently (at the large fuel tanks SE of the main buildings) so the approach was to establish a new reference station at the local hotel, where there is access to power outlets and regular monitoring is easier. In 1996, a high-quality semi-permanent GPS antenna mount was erected on the gable of the hotel. The CNP staff subsequently turned it into a windbag mount so when we returned later that year we had to erect another antenna mount. Unfortunately, the most suitable spot (the other gable) was already taken by another team so we had to settle with an improvised aluminum pole setup. In 1998, we were able to mount the antenna on the gable (the one without the windbag). Consequently, we had to determine a new GTO 0384 – Hotel baseline every year.

The semi-permanent GPS station collects data throughout the entire campaign and thus providing reference data for both the kinematic and static data collection at the sites. During airborne campaigns, data are collected at several other reference stations distributed along the coast (and occasionally Iceland) as well. This ensures that we have data from other sources in case the data from the CNP reference station are corrupted.
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Figure 7.1.1: 1996 Calibration tracks at Constable Pynt. Turquoise indicate truck mounted kinematic GPS measurements, red indicates Twin Otter mounted GPS measurements in the air, while dark blue indicates Twin Otter mounted GPS measurements on the ground. 

7.1.2 Laser Altimetry & Kinematic GPS 

In 1996, the runway was surveyed by the means of kinematic GPS (antenna mounted on top of a truck). The runway has a gravel surface, i.e. the surface elevation varies slightly over time (with weather conditions (water content, temperature), whether it has been rolled recently, etc.). 

Furthermore, the Twin Otter taxied along the entire length of the runway before taking off. While airborne, the runway was traced several times (in order to evaluate the accuracy of the laser altimeter). In Figure 7.1.1, all the GPS data collected onboard the truck are shown, while only one of the airborne tracks is shown (in order to limit the clutter).

We clearly see that the ground-truth data (truck mounted GPS antenna) are densely distributed, which ensures that a cross-over analysis can be performed without too many problems.  
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Figure 7.1.2: 1996 Flight tracks at Constable Pynt. The arcs to the right are above the adjacent fjord. 

Additionally, the Twin Otter collected sea-surface topography data, as the repeated flights over the runway required large turns over the fjord (see Figure 7.1.2).

In 1997, no truck mounted GPS measurements were carried out due to time constraints; instead, the runway survey was carried out onboard the Twin Otter. We taxied back and forth the entire extent of the runway with the GPS receivers running. The Twin Otter subsequently flew over the runway at designated altitudes (at 100ft, 300ft, and 500ft altitude respectively). Unfortunately, it turned out that only one of the tracks (at 100 ft) coincided with the runway.

7.2 Geikie

7.2.1 Static GPS

A local reference
 at the Geikie was established and this was tied to the semi-permanent station at CNP (the one used that year) with numerous GPS observations. The optimal observation period is estimated from the baseline – at Geikie where the baseline is approximately 150 km, the observation period was typically several hours. The semi-permanent reference station(s) at CNP are located approximately 30 m above sea level while the summit of the Geikie ice sheet is located at more than 2000 m above sea level. Therefore, both the horizontal distance (different atmospheric conditions) and the elevation difference (different thickness of the atmosphere) have to be taken into account.

The local reference was used when the local strain nets are calculated. The extent of the  net was less than approximately 20 km so the atmospheric conditions can be assumed similar. The average observation time at the strain net poles at Geikie was relative short due to the expense (Twin Otter operations are costly) but the sampling rate was increased accordingly (1-5 s).

A net consisting of eight poles (including the local reference mentioned above) was erected August 18 1996.  This part of the field program was supposed to be carried out with a helicopter since the existing DEM indicated that the highest elevation was 1600 m and thus within the available helicopter’s range. However, this plan had to be abandoned, because GPS measurements (carried out when the helicopter fuel drums were flown up with a Twin Otter) revealed that the Geikie Summit is at more than 2200 m above sea level! The 600-m difference is not caused by climatic changes of the Geikie ice cap but an erroneous DEM so improvements were definitely needed.

In 1996, additional gravity measurements (with a LaCoste & Romberg G-867 gravimeter) were carried out at the eight sites. This was done as a part of a large-scale collection of gravity data in the central East Coast region, see [Forsberg, R. and K. Keller, 1997].
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Figure 7.2.1: Corner reflector with aluminum pole erected five meters behind. The Twin Otter can be seen to the right.

Four of the poles were erected in conjunction with large corner reflectors designed for rectification of airborne SAR images (see Figure 7.2.1). They were set up in a diamond with a side length of approximately eight km more or less centered at the summit of the Geikie ice cap.

The corner reflectors were meticulously erected pointing in the direction corresponding to the view of the EMISAR on the planned flight lines
. 

The poles were set up five meters behind the respective reflector (in the direction perpendicular to the opening of the reflector). This was done to ensure that eventual energy reflected on the pole did not interfere with the signal reflected in the corner reflector.

The corner reflectors erected in 1996 were never used for that purpose (due to the accident mentioned above), but the aluminum poles were repositioned in 1997 in order to determine the surface flow. The corner reflectors erected in 1997 and 1998 (the yearly accumulation rate is high so the corner reflectors from the previous year are buried in snow) were successfully located in the acquired SAR images. 

June 13-14
 1997, five of the poles from 1996 were re-positioned (four corner reflector poles and the fifth roughly located at summit). The corner reflectors, but one
, were all submerged. New corner reflectors and respective poles were deployed and the positions were determined. The new corner reflectors had to be installed with great care – if they were set up the wrong place the signal could be disturbed by the submerged corner reflectors (side lobes).

In 1998, the weather conditions forced the Twin Otter to stay on the ground all the time - which in turn made the work rather cumbersome because we had to taxi from point to point. 

Apparently the southern corner reflector
 from 1997 was slightly rotated in the ground plane (four degrees counter-clockwise) but had the same inclination. Besides the central pole, the poles were repositioned. The central pole was not re-measured due to fuel limitation (taxiing around in heavy, wet snow is very fuel consuming). 
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Figure 7.2.2: Setup of corner reflectors at the four sites. Triangles indicate reflectors, dots the old poles, arrows point towards N. At the South site, the reflector that was dug out is shaded gray.

Six instead of four new corner reflectors were erected (see Figure 7.2.2). At the most eastern and northern location, two reflectors were placed back to back (with one pointing towards SE like all the previous ones and one pointing towards NW). They were placed with a northwest to southeast spacing of approximately 20 to 40 meters and a northeast to southwest spacing of approximately 10 to 20 meters – again to prevent interference. 

Both the weather and the surface conditions at Geikie were quite poor and the Twin Otter had to taxi from site to site. Because of this fact, only five of the reflectors were put out August 9 since the aircraft were running low on fuel and had to go back to CNP for refueling before it could go to the last site. Meanwhile two persons were drilling a shallow ice core of 12 meters at Geikie
. Unfortunately, the weather turned worse and the Twin-Otter were not able to return to the last site at Geikie and pick up the two ice core drillers. They had to overnight at Geikie using their emergency gear (tent, sleeping bags etc.). The next day around noon the weather cleared up and the last reflector were deployed and the two persons were picked up and subsequently three of us returned to Akureyri. The fourth person stayed in CNP to operate a reference GPS receiver for the SAR measurements, which were going on the following week.

To conclude, the aluminum poles served several purposes – to position the corner reflectors and to estimate the yearly flow of the surface and accumulation at those points.

7.2.2 Airborne Measurements

7.2.2.1 Twin Otter
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Figure 7.2.3: Flight tracks July 16 and 17 1996. The ice cap on the Geikie Plateau is covered by tracks in several directions.

Laser altimetry, dual-axis accelerometer and kinematic GPS data were collected July 16 and 17 1996. The laser altimeter flight tracks can be seen Figure 7.2.3. The flight tracks were selected to maximize both coverage and the number of cross-overs (where the tracks intersect). The cross-over points are important for evaluation of the repeatability of the surface elevation measurements.

The setup included an Optech 501SX Rangefinder laser altimeter, with a range of roughly 400 m, as experienced with the available mounting, a dual axis accelerometer
, and a Trimble 4000 SSi geodetic GPS receiver. 

In 1997, The laser measurements were done with an Optech laser altimeter, Trimble 4000 SSi GPS instruments, a custom made fiber-gyro Inertial Measuring Unit (IMU
, made by Greenwood Engineering, DK) that monitors the Twin Otters attitude during the flight, and laptop PCs for logging the data. The mounting of the laser altimeter was also improved and consequently the range was increased to approximately 900 m. The laser altimeter tracks flown June 14 1997 were identical (as far as GPS navigation permits) with the ones from June 17 1996.

In 1998, the instruments used were the same as in 1997 except a 60 MHz GPR
 and its data-logging system made by TUD personnel. The GPR measures both the surface and bedrock topography (and even the stratification of the ice) with a relatively coarse resolution (dependent upon cruise altitude). The idea was to get high-resolution surface data from the laser altimeter by flying the two instruments together. Arriving August 8 at CNP, the weather was not too good, but in the afternoon, it cleared up very nicely. Unfortunately a persistent low cloud cover or ground fog covered the Geikie Ice Cap and made the laser measurements impossible (the laser is an optical instrument). According to the weather forecast, we could not expect better weather for the next week, therefore no further attempt to carry out laser measurements was done. 

The radar measurements (the tracks from the previous years were followed) came out nice although we had to do the survey in somewhat higher altitude
 than planned because of the cloud cover.  

Airborne kinematic GPS data merged with data from an accelerometer/Inertial Measuring Unit (IMU) and the laser altimeter provide the location of the observed surface (the position of the footprint in WGS84). Both the accelerometer/IMU and the laser altimeter collect data with a sub-s sampling rate so they are re-sampled to a 1-s sampling rate corresponding to the highest GPS sampling rate possible (with a Trimble 4000 SSi).

7.2.2.2 Gulfstream G III
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Figure 7.2.4: A Royal Danish Air Force (RDAF) squadron 721 Gulfstream G III jet Three SAR antennas are visible on the image (two on the side of the fuselage and one in the fuel pod below the wing)

The airborne SAR imaging was carried out by DCRS using their EMISAR system mounted on a Royal Danish Air Force (RDAF) squadron 721 Gulfstream G III jet (cruise altitude approx. 41000 ft and a cruise speed of more than 800 km/h). See Figure 7.2.4.

Ideally, the platform should be moving along a straight line when acquiring SAR data. This is not possible so instead many corrections are applied to keep the plane as close as possible to this straight line. The onboard INS (with P code GPS receiver) is used for that purpose but data from Trimble 4000 SSi’s or Ashtech Z-surveyor’s are used in the post-processing.

Airborne kinematic GPS data merged with data from the Gulfstream III INU and the EMISAR provide the location of the observed surface (the position of all the pixels in the derived SAR interferogram in WGS84). The interferogram itself only displays relative differences in topography with an ambiguity of n (2(, but if the position and attitude of the aircraft is known with high enough accuracy, this ambiguity can be solved. This is where the GPS data come in handy.
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Figure 7.2.5: Flight tracks August 29 1997. Blue indicates the flight tracks while red the acquired SAR images.

Data from the military GPS system (making use of the P code) was originally used to geo-reference the SAR data. We compared the results from the military INS with P code GPS receiver and the geodetic approach (post-processing of data from a reference station and onboard receiver running simultaneously) and found that the latter gives the best results. The military GPS system yields better real time GPS results, but interferograms are created afterwards so it is possible to make use of post-processed GPS data.

In Figure 7.2.5, the flight tracks (in blue) and approximate position of the acquired SAR images (in red) can be seen. The three slanted frames (each represents one InSAR image) are overlapping so that the resulting DEMs can be mosaiced together.

7.2.3 ERS-1/2 AMI

It makes sense to mention these data here, even though there are no field work involved with obtaining SAR data from the Active Microwave Instrument (AMI) onboard the European Remote Sensing satellites 1and 2 (ERS-1/2). 

The ‘Display Earth remote sensing Swath Coverage for Windows’ (DESCW) software package provided by the European Space Agency (ESA) was used to select the suitable interferometric pairs covering the region. ESA also supplied the raw SAR data. 

ERS-1/2 SAR interferograms from September 21-22 1995 (ascending), January 7-8 1996 (descending), February 8-9 1996 (ascending) and February 11-12 1996 (descending) were selected and subsequently processed. Ideally, the SAR images should be from the same period as the rest of the data (GPS, laser altimetry etc.), but the surface conditions are most favorable at the end of the winter season and not in the middle of the melting season. It is not possible to fly the altimeter profiles and set up the corner reflectors in the winter and therefore the airborne EMISAR mission has to be executed in the midst of the melting season. Since the ERS-1/2 SAR images observes a severe degree of temporal decorrelation (due to surface changes caused by summer melting) it is preferable that these images are selected from the late winter period. 

Another drawback in this region is that the suitable interferogrammetric pairs are limited. It is necessary to have a short temporal baseline (1- or 3-day repeat) and a spatial baseline no longer than ~100 m. because of the (in some areas) highly sloping surface, and the high velocity of the outlet glaciers. Ascending pairs covering the central part of the ice cap have never been recorded, so the available ascending pairs only covered approximately 1/3 of the ice cap. 

8. Data Analysis

The purpose of computing is insight, not numbers. 

– Richard W. Hamming, 1962. 
8.1 Airborne EMISAR Interferometry

The 1997 airborne InSAR data were processed and calibrated by Jørgen Dall (DCRS) with an algorithm (XTC) that estimates calibration parameters from the difference between two intersecting InSAR DEMs. The differences represent √2 times the combined effect of the deterministic and the stochastic deviations between the DEMs. The estimates can be seen in Table 8.1.1.

Track
Mean [m]
Std. dev.[m]

West-Cross
-0.24
3.57

Center-Cross
-0.03
2.22

East-Cross
-0.16
2.72

West-Center
-0.16
2.74

East-Center
0.00
2.02

Table 8.1.1: Comparison of DEMs covering Geikie (year 1997). *-Cross indicates that one of the slanted DEMs was compared to the DEM parallel to the ~69.9 N latitude. *-Center indicates that one of the outer slanting DEMs was compared to the central slanting one.
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Figure 8.1.1: Differences between the West–Cross and East–Cross track DEMs respectively.
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Figure 8.1.2: Differences between the Center– Cross track DEMs.

In Figure 8.1.1, Figure 8.1.2 and Figure 8.1.3, the differential DEMs are shown. 

In most of the overlapping sections, the differences seem to be more or less randomly distributed. Only the difference between the Eastern and the Center track has a barrel-like appearance (the difference is positive in the Cross tracks near and far range while negative in the intermediate range). Problems in the calibration of the Cross track might be an explanation. The calibration of the Cross track is determined from the overlap with the Center track but it is not clear why this should not work over to the East track - there are no corresponding systematic differences at the overlap between the West and Cross.
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Figure 8.1.3: Differences between the West–Center and East–Center track DEMs respectively.

In Figure 8.1.3, we can see that in general, the largest discrepancies occur within the southwestern parts of the overlaps between the Center track and the adjacent tracks (West and East). They seem to be caused by a significant drift of the EMISAR system within the first part of the Center track, as indicated by the differential DEMs and the phase calibration curves.

As the SAR signal penetrates the surrounding ice, the corner reflectors will be elevated above the apparent ice surface. By averaging the ice surface measurements within a 41 x 41 pixel window centered at the corner reflector, the penetration depth can be determined (see Table 8.1.2).

Penetration [m]
North
East
South
West

West track
11.3
N/A
N/A
11.1

Center track
10.2
9.6
5.3
9.1

East track
N/A
8.6
4.3
N/A

Table 8.1.2: Penetration depth of SAR at GPS corner reflector sites (year 1997).

It is clearly seen that the penetration depth varies geographically with a significantly smaller penetration at the South site. This might be caused by the facts that the South site is at a lower elevation and the slope is facing south. Therefore, the summer melting is substantially larger, and subsequently the year layers thinner. It would have been interesting to see if the penetration depths actually coincide with a melt layer. Unfortunately, this is not possible since that would require that sufficiently long ice cores had been extracted at each site.

Additionally, the penetration depth can be seen to be incidence angle dependent, with near-range measurements yielding larger depths than far-range measurements. The East track measurements of East and South are from the far range, while the Center track measurements are from the near range. Likewise, the West track measurements of North and West are from the near range and the Center track measurements are from the far range.

The range dependence of the penetration depth should also show up in the measured reflector elevations. However, this dependence of the penetration depth on the incidence angle is not clearly visible in the differences between the InSAR and GPS reflector elevations, but they might be concealed by the drift problem with the center track.

8.2 Spaceborne SAR Interferometry
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Figure 8.2.1: Plot of the approximate position of the used ERS SAR scenes. Track and frame numbers are indicated.

The Geikie region is scattered with steep mountains so there are large areas where the interferograms cannot be unwrapped. The regions covered with ice (when they are not in the shadow of the surrounding mountains) do not correlate equally well due to the fast movements of the outlet glaciers.

The approximate position of the used scenes can be seen in Figure 8.2.1 (track and frame numbers are included). 

The ascending scenes are oriented SE/NW while the descending are oriented NE/SW. In most regions of Greenland, mainly descending data are available so it is rare that both ascending and descending data are available over the exact same area. 

As described in Chapter 3, the interferograms contains information about both topography and surface deformations. In ice-covered areas, these changes can be considered a measure of surface velocities. Only velocities in the LOS direction
 are observable in interferograms so in order to obtain the full velocity vector it is necessary to have interferometric pairs from both ascending and descending tracks. Nevertheless, we can obtain an estimate of the full surface velocity vector if the surface gradient is known.

The only exception is areas where the general flow is one-dimensional (perpendicular to the azimuth direction). However, in general we only obtain one component of the velocity vector when we do not have both ascending and descending data.

The Danish Center for Remote Sensing (DCRS) provided the hard- and software (h/w and s/w) for the InSAR processing. The s/w is thoroughly described in [Mohr, J.J. and S.N. Madsen, 1996] and [Mohr, J.J., 1997].

8.2.1 Data

Due to the rapid surface changes of the ice (ice motions and change in surface conditions), it is necessary to use frames from the one-day or three-day repeat modes (these are ERS-1/2 tandem-mode data so the temporal baseline is one day). Information about the used scenes can be seen in Table 8.2.1 and Table 8.2.2 where B( is the perpendicular baseline, B((the parallel baseline and Bt the temporal baseline.

Orbit
Dates
B( [m]
B(( [m]
Bt [days]

21890 - 2217
0921 - 0921
33
77
1

23894 - 4221
0208 - 0209
-170
-101
1

Table 8.2.1: Ascending data covering Geikie (track 359, frame 1413, and year 1995-96).

Orbit
Dates
B( [m]
B(( [m]
Bt [days]

23430 - 3757
0107 - 0108
-8
-6
1

23931 - 4258
0211 - 0212
-115
-71
1

Table 8.2.2: Descending data covering Geikie (track 396, frame 2187, and year 1996).

In rugged terrain, short perpendicular baselines (< 100 m) are preferable but in this region, the data displayed in Table 8.2.1 and Table 8.2.2 are the only acceptable interferometric pairs available. 

Three of the interferometric pairs are from the same winter (January and February 1996) but since there were not any other sets available, the fourth one had to be from the previous summer. This is not ideal since the physical properties will be different (due to higher temperatures, summer melting etc.). Additionally the inter-annual changes in precipitation, and thus surface elevation, are large in the region (as discussed in Chapter 10.1); which complicates matters even more. Frame 1413 only covers the northeastern part of the ice cap but there does not exist any usable ascending frames from the two more useful tracks (130 and 402). 
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Figure 8.2.2: Interferogram and amplitude image created from an ERS-1 scene (January 07/96, orbit 23430, frame 2187) and an ERS-2 scene (January 08/96, orbit 3757, frame 2187). One color cycle represents a phase change of 2( (Nielsen, 1996(
Of these eight scenes, four interferograms were formed using the DCRS processing system, starting from ESA raw data [Mohr, J.J. and S.N. Madsen, 1996]. As an example, the interferogram created from the two January scenes (short baseline) is shown in Figure 8.2.2. The short baseline of the depicted interferogram results in a low topographic sensitivity (the altitude of ambiguity is approx. 1000 m)
.

The interferogram looks deceivingly like an aerial photograph, but there are telltale differences. The grayscale value of the ice/snow surface varies according to snow facies type [Fahnestock, M., R. Bindschadler, R. Kwok and K.C. Jezek, 1993], and the mountains seem to be leaning towards the right (towards the antenna).

The obtained correlation was reasonable over much of the Geikie plateau and surrounding mountains, but with many breaks and shadows due to the very steep topography. [Nielsen, C.S., R. Forsberg, S. Ekholm and J.J. Mohr, 1997]

8.2.2 DEM

No reference points on solid ground were available due to unwrapping difficulties in the mountainous regions. Instead, areas with surface slopes oriented parallel with the satellite tracks are located (these areas will seem stationary, since only ice flow perpendicular to the satellite tracks can be observed). Reference elevations (from 1996 laser altimetry profiles) are assigned to these regions and the interferometric phase is inverted to absolute three-dimensional positions using these values in calibrating the corresponding baseline and removing the absolute phase. [Nielsen, C.S., R. Forsberg, S. Ekholm and J.J. Mohr, 1998].

Due to the use of precision orbit data, the tie points need not be identified in the interferogram neither for baseline calibration nor for geocoding. [Mohr, J.J., S.N. Madsen and N. Reeh, 1997]. [Nielsen, C.S., R. Forsberg, S. Ekholm and J.J. Mohr, 1997]

8.2.3 Velocity Field Model (VFM)
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Figure 8.2.3: Plot of velocity field derived from ascending and descending SAR interferograms. 

Unfortunately, there are only ascending frames available covering a fraction (approx. 1/3) of the ice cap. In this region (where both ascending and descending data are available), we can obtain the full velocity vector (making use of the ‘surface flow perpendicular to the surface normal’ assumption, described in Chapter 3.1). The resulting VFM can be seen in Figure 8.2.3.

Over the rest of the ice cap we have descending data available, thus providing us with the surface topography (and thereby. the surface gradients) and the velocities in one direction (descending LOS).

Nevertheless, we can still obtain an estimate of the full surface velocity vector, if we assume that the velocity and surface gradient vectors are parallel (the ice flows down the steepest slope at all points). 
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Figure 8.2.4: Geometry of velocity vector estimates. C is the descending estimate, B is the projection of C onto the surface gradient. c is the unknown ascending estimate. 

We get an underestimate of the total surface vector by projecting the known velocity vectors onto the surface gradient vectors: 
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Where C is the estimate of the velocity vector from the descending data and S the local surface gradient (see Figure 8.2.4). To get the full velocity, we still need the component obtainable with ascending data, c. By some simple geometric reflections, we can still get a rough estimate of this component.

We know that the angle, (, between the LOS vectors of the ascending and descending data set is approximately 140º at this location. We also have access to the angle, (, between C and S. Therefore, we can estimate the angle ( between c and S. We can also determine a  (=A) from the vectors C and B. Finally, we have
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Therefore, the estimate of the total surface velocity is 
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In section 9.2, there will be a comparison of the hereby obtained velocity estimates and the corresponding GPS velocities.

8.3 Static GPS Positioning

Geotracer (now GeoGenius) from Spectra Precision AB (Danderyd, Sweden) was occasionally used to produce preliminary results due to computational speed, but GPSurvey from Trimble (Sunnyvale, CA) was used in general to compute the final baselines. 

High accuracy computations require the use of other types of s/w, such as Bernese from the Astronomical Institute of the University of Bern (Bern, Switzerland). We regularly use Bernese to compute very long baselines, for example when we need to tie a point to the International GPS Service (IGS) network (thereby obtaining an ITRF coordinate).

8.3.1 Constable Pynt

As described in Section 7.1.1, the temporary reference station at CNP had to be changed repeatedly. The four CNP Hotel reference station coordinates were calculated using GPSurvey with GTO 0384 as a fixed reference. In Table 8.3.1, the coordinates can be seen.

Site
Latitude [(]
Longitude [(]
Ellipsoidal Height [m]

GTO 0384
70.73998450
-22.64097275
57.178

CNP Hotel 1996a
70.74461003
22.64739125
69.350

CNP Hotel 1996b

70.74451272
-22.64818992
70.755

CNP Hotel 1997
70.74464026
-22.64752778
70.254

CNP Hotel 1998
70.74451256
-22.64818734
71.196

Table 8.3.1: CNP reference coordinates.

The GTO 0384’s ITRF coordinate was calculated using Bernese, and with the IGS stations: Thule, Kellyville, St.John, Ny-Ålesund, Tromsø, Yellowstone and Reykjavik as reference stations. GTO 0384 is assumed stable, so the coordinate that was calculated in 1996 was used for the whole period
.

The CNP Hotel 1996a+b, 1997, 1998 reference stations were then used as fixed references under the computations of the static and kinematic baselines (using GPSurvey) the respective year.

8.3.2 Geikie

The positions of the poles from year to year were computed using the same software to ensure that no artifacts enter the determined elevations – we wanted to determine the surface elevation changes, not the differences between the results obtained with different software packages. The baselines were computed using GPSurvey. The relative precision between the poles is very high, e.g. 1-2 cm due to the short baselines (less than 12 km, in 1996 slightly longer). The vector from the CNP Hotel to the local reference at Geikie is somewhat less accurate, e.g. 5 cm. 

In Table 8.3.2, the coordinates of all the erected poles can be seen. The first letter indicates the location, i.e. Top, North, East, Far East, South, West and Far West. The date indicates the year they were erected. If the pole was erected next to a corner reflector, NW or SE will indicate the orientation of the reflector. LR designates the Local Reference that year.

Site
Latitude [(]
Longitude [(]
Ellipsoidal Height [m]

D 1996 LR
69.96588239
-25.40400874
2112.945

T 1996
69.93644540
-25.52982179
2272.427

T 1996 re-meas. in 1997
69.93645869
-25.52982318
2273.000

N 1996 SE
69.98696927
-25.52310107
2197.397

N 1996 re-meas. in 1997 LR
69.98699592
-25.52311662
2198.057

N 1997 SE
69.98702390
-25.52127122
2198.550

N 1996 re-meas. in 1998 LR
69.98702985
-25.52313581
2197.689

N 1998 NW
69.98732937
-25.52322187
2196.928

N 1998 SE
69.98734669
-25.52275803
2197.396

E 1996 SE
69.93372683
-25.38094450
2180.275

E 1996 re-meas. in 1997
69.93378685
-25.38078324
2180.776

E 1997 SE
69.93385071
-25.38003287
2179.667

E 1996 re-meas. in 1998
69.93386107
-25.38058990
2180.886

E 1998 NW
69.93353409
-25.38074976
2180.909

E 1998 SE
69.93367000
-25.38032363
2179.976

FE 1996
69.93702721
-25.09044073
2155.261

S 1996 SE
69.88528182
-25.53801320
2124.413

S 1996 re-meas. in 1997
69.88515628
-25.53788036
2124.202

S 1997 SE
69.88481961
-25.53699963
2121.941

S 1997 re-meas. in 1998
69.88466479
-25.53684548
2120.874

S 1998 SE
69.88472856
-25.53615896
2120.407

W 1996 SE
69.93836192
-25.67827822
2155.60

W 1996 re-meas. in 1997
69.93842532
-25.67844933
2159.313

W 1997 SE
69.93812056
-25.67724133
2162.878

W 1997 re-meas. in 1998
69.93850652
-25.67869967
2158.038

W 1998 SE
69.938454407
-25.67941167
2157.131

FW 1996
69.909064122
-25.00297121
2205.606

Table 8.3.2: Coordinates. The sites are designated as follows. D: Fuel Depot, T: Top, N: North, E: East, FE: Far East, S: South, W: West, FW: Far West. NW and SE indicate corner reflector orientation; poles without corner reflectors will lack this information. LR: The local reference that year. 

At the locations where the poles were erected in the proximity of a corner reflector, the poles were placed exactly 5.00 m away from the reflectors. The direction was obtained using a compass and subtracting the magnetic deviation of 25(. The positions of the reflectors were then calculated in order to facilitate the analysis described in section 9.1.1.

The accuracy of the measurements is limited by for example:

· The measurement periods were relatively short.

· It was difficult to determine the antenna heights due to the surface softness.

· Snow drifting is affected by the presence of an obstacle such as an aluminum pole. It is therefore not possible to re-measure the undisturbed surface elevations.

· The aluminum poles vibrate during measurements. The wind speeds can be significant due to catabatic fall winds.

8.3.2.1 Movements of Corner Reflector Poles

The changes in coordinates, calculated by the use of GPSurvey, can be seen in Table 8.3.3. 

Site
1996-1997
1997-98


lat [m]
long [m]
h [m]
hcorr [m]
lat [m]
long [m]
h [m]
hcorr [m]

East
7.36
6.81
-0.61
-0.32
7.69
6.87
0.11
0.40

North
3.27
-0.63
1.15
1.23
3.52
-0.68
-0.37
-0.29

South
-15.40
5.65
-0.21
0.52
-15.89
5.51
-1.08
-0.35

Top

1.52
-0.10
0.57
0.58
N/A
N/A
N/A
N/A

West

7.79
-7.19
3.71
4.17
8.41
-8.90
-1.28
-0.82

Table 8.3.3: Coordinate changes. hcorr is the elevation change corrected for downhill motion.
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Figure 8.3.1: 1996-97 movements of the five reference poles superimposed on the DEM covering the central part of the Geikie ice cap.

We see that the surface elevations generally are increasing between the 1996 and 1997 measurements, while they are decreasing between 1997 and 1998. In section 8.4.3, we will see that analysis of the laser altimeter data show a comparable growth between 1996 and 1997.

It is clearly seen in Figure 8.3.1 that there is a good correspondence between the size and direction of the surface gradient and the same of the horizontal velocity vectors.

We can estimate the accumulation by repeated measurements of the antenna height. The poles are anchored in the snow at the bottom of the pole and will gradually be submerged following the general downward motion of that snow layer. In Table 8.3.4, we see the estimated accumulation at the five different sites.

Pole
Erected
Antenna height 1st year [m]
Antenna height 2nd year [m]
Accumulation [m]

East
1996
3.70
2.33
1.37


1997
2.33

2.09
0.24

North
1996
3.90
1.78
2.12


1997
1.78

0.47
1.31

South


1996
3.55
2.49
1.06


1997
2.54
1.58
1.14

Top
1996
3.20
1.99
1.21


1997
N/A
N/A
N/A

West

1996
3.62
0.90
2.72


1997
1.67
0.94
0.73

Table 8.3.4: Antenna height changes, i.e. accumulation in meters of snow. ‘Antenna height 1st year’ indicates the antenna height measured the year the pole was erected, while ‘Antenna height 2nd year’ indicates the antenna height of the same pole the following year. 

We see that the accumulation is significantly lower in time between the 1997 and 1998 measurements than for the previous time span (1996 ( 1997). This corresponds well with the results from the shallow ice core (section 8.6), where we see that the 1996 year-layer is significantly larger. The meteorological study described in section 10.1 also confirms that the precipitation during the 1996 fall/winter is expected to be higher than usual. 

The only place where we do not see any change in accumulation is at the South site. Apparently, the different surface conditions (as described in section 10.2) at this site affects the accumulation.

It is important to bear in mind that these inter-annual variations do not reflect global climate changes but rather variability in the local climate.

8.4 Laser Altimeter Profiles – Estimation of Footprint

8.4.1 1996 Data – with Accelerometer

The GPS coordinates were calculated with the antenna height set to the vertical distance between the GPS antenna and the laser altimeter, i.e. the instantaneous position of the laser altimeter was determined (neglecting the small horizontal offset).

The accelerometer and laser altimeter used the computer clock to determine the time, so the time tags are not directly compatible with the GPS time tags. The estimation the clock difference set was done visually by shifting the GPS elevations so that they matched the laser altimeter data. Additionally, the data were corrected for the difference between Universal Time – Coordinated (UTC) and GPS time (in 1996-97 equal to 12 s).

Subsequently, the accelerometer and laser altimeter data were reformatted to a 1-s sampling rate (GPS sampling rate). The attitude computations are carried out according to the derivations in 5.2. The results are then used to compute the position of the laser footprint.
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Figure 8.4.1: Example of surface elevations derived from laser altimetry.

A derived elevation profile (over ice) is shown in Figure 8.4.1. It is clear that the elevation is highly undulating even in the ice-covered regions. This is confirms that a technique such as laser altimetry, where the footprint is small, is necessary in order to resolve the topography of Geikie.

A cross-over analysis within the following area (69.85 - 70.02N, 25.8 - 24.95W) was done. In Table 8.4.1, the result can be seen.

Cross-over
Mean [m].
Std. dev [m]

Corrected laser
0.02
0.63

Table 8.4.1: Internal accuracy of laser altimetry 1996 (87 cross-overs).

The footprints were computed applying the attitude correction described in section 5.3.

The error is probably mainly due to the kinematic GPS solution, as the reference GPS site used were more than 150 km away (at the airport of Constable Pynt). Part of the error is due to insufficiently accurate determination of the aircraft roll and pitch. The large laser sampling interval (60 m on the ground) causes additional cross-over errors.

8.4.2 1997 Data – with IMU

To obtain the attitude estimates we had a custom made (by Greenwood Engineering, Denmark) inertial measuring unit (IMU) which consist of three Schaewitz accelerometers and three Litef fiber optic gyros. Because the IMU is not a complete Inertial Navigation System (INS) which provides the attitudes, the IMU only provides raw measurements e.g. angle velocities and raw accelerations in three dimensions.

The raw angle increments were sampled with 250 Hz, then filtered and logged into the PC with a 18 Hz rate. To obtain the angles with a 1-Hz sampling rate, the data were ‘updated’ using the Euler angles mentioned in section 5.4. The attitude, the GPS and the laser data were logged and all time-tagged by means of GPS. 

To compensate for the internal drift in the gyros of approximately 10 (/h, the processed GPS positions were used to constrain the gyro data. 

Cross-over
Mean [m].
Std. dev [m]

Corrected laser
-0.01
0.65

Table 8.4.2: Internal accuracy of laser altimetry 1997 (545 cross-overs).

The footprints were computed applying the attitude correction described in section 5.4. Here, the error sources are probably the same as for the dual-axis accelerometer case. Although the attitude determination has been improved, the results are comparable. The main reason is that the flight altitude in 1997 was very higher than in 1996, so small errors in the attitude estimation are amplified.

8.4.3 Airborne Laser Altimetry Inter-Comparison 1996-97

The laser inter-comparison between 1996 and 1997 show elevation changes of the order of 0.5-1 m, in accordance with the overall variations in snowfall. The annual snow accumulation is 2-3 m, as inferred from a shallow ice core taken in 1998. Overall the snow surface increased by roughly 0.5 m from 1996 to 1997, a number confirmed by static GPS measurements at the radar reflectors, and explained by a relatively large snowfall during the time between the 1996-97 field campaigns (see section 10.1). In Table 8.4.3, the results of the comparison of the 1996-97 laser altimetry data sets are shown. 

X-over analysis
Mean [m]
Std. dev. [m]

Laser altimetry 1997 vs. 1996
0.47
0.94

Table 8.4.3: Inter-annual comparison of laser altimetry results.

8.5 GPR
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Figure 8.5.1: Screen dump from the GPR s/w.

An example of the visual output from the GPR software can be seen in Figure 8.5.1. 

The graph in the lower-left corner is a profile from left to right (the uppermost line) of the image above. It shows the amplitude (filtered according to ‘Filter type’, see box in the lower-right corner) of the received signal. The first crest is the emitted pulse. The internal dampening in the radar is not strong enough, so the second crest is also from the emitted pulse
. The third crest is the return signal from the surface, while the fourth is from the bedrock. The broad dark line below the surface is an artefact caused by the regulation of the transceiver gain [Gundestrup, N. K. Keller, T. Knudsen and P. Jonsson., 2000]. Occasionally, there will be mirror images of the two surfaces. These will occur when the signal has bounced back and forth between the air/ice and ice/bedrock boundaries before it returns to the radar.

It is clearly seen that the surface undulations are dampened compared to the variations in bedrock topography with the dampening being largest in the parts with the largest thicknesses
.

The nominal pulse length (250 ns) and bandwidth (4 MHz) were used. This ensures that both the penetration and the resolution are reasonable. Unfortunately, the Twin Otter had to fly at a relatively high altitude (about 500 m) which decreases the resolution and accuracy significantly. This is particularly problematic in the parts of the ice cap where the bottom topography is highly undulating. The size of the footprint will cause the radar to receive return signals from the sides of the depression that will overshadow the signal from the minimum. Therefore, the thicknesses will be underestimated.
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Figure 8.5.2: Tracks with meaningful radar data.

Information about the ice thicknesses was extracted from the data by a semi-automatic tracking routine (done by Hanne Hansen, U of C). The tracking of the two lines was rather difficult at times so the resulting data file had many holes. In Figure 8.5.2, the resulting tracks with meaningful data can be seen. The tracks should be compared to the flight tracks in Figure 7.2.3 – the 1998 tracks were comparable to the 1996 tracks.

There are several possible explanations of the tracking problems:

· High dielectric absorption will cause a low return signal from the ice-bedrock boundary.

· Bare rock. Some of the tracks intersect the surrounding mountains.

· Thin ice. The minimum discernible thickness is about 100 m.

Time tagging problems is another issue – the GPR used the computer clock to determine the time, so the time tags are not directly compatible with the GPS time tags. The radar sampling interval was 320 ms, while the GPS receiver was set to a 1-s sampling rate so the radar data had to be sub-sampled to a 1-s rate. 

The coordinates in the first third of the radar file were completely wrong – it seems like the coordinates from the GPS receiver were somehow ignored or missing
. Throughout the file, the coordinates were replaced with the post-processed GPS solutions by shifting the two data sets. In the last two thirds, the time difference between the two data sets was 13 s with no apparent drift (by comparison of coordinates). 

In Table 8.5.1, the resulting minimum, maximum and mean thicknesses can be seen.

Min [m]
Max [m]
Mean [m]

112.1
767.3
326.6

Table 8.5.1: Ice thicknesses derived from GPR data.
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Figure 8.5.3: GPR profiles.

In Figure 8.5.3, the full GPR profile can be seen. The magenta profile shows the estimated thicknesses, while the lilac and marine blue lines show the surface and bedrock topographies respectively. In Figure 8.5.4, we have the gridded version of the GPR data (black lines indicate flight tracks).
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Figure 8.5.4: Gridded GPR data. Black lines indicate flight tracks.

A large minimum and maximum are apparent in the upper right quadrant right next to each other. Since they are not mirrored in the surface DEM (see Figure 8.3.1), they must be artifacts. As they are located beneath the flight tracks they must be caused by errors in the data extraction from the original GPR profile rather than the gridding process.

Furthermore, we see that the thickness is not perfectly correlated with the surface topography, i.e. the bedrock is not flat. Therefore, we must expect to have some problems applying any simple glaciological model on the ice cap.

8.6 Shallow Ice Core
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Figure 8.6.1: Temperature and density as functions of depth. The time scale is estimated from the density profile, with summer layers being denser. The location of the 1997 summer layer was difficult to determine due to the loose snow in the uppermost part of the profile. 

The shallow ice core was extracted at the North site and it only reveals information about the accumulation at that particular spot – the surface conditions varies highly across the ice cap, as discussed in Chapter 10.2.

In Figure 8.6.1, the annual variations in density are clearly seen. Higher densities are assumed observable in the snow accumulated in the summer [Sigfus Johnsen, Christine S. Hvidberg, a.o., personal communication] and the timeline is established according to that
. The location of the 1997 summer layer was difficult to determine due to the loose snow in the uppermost part of the profile.

The melt layers do not coincide with the highest densities so we must assume that they are caused by percolated melt water [Sigfus Johnsen, Christine S. Hvidberg, a.o., personal communication]. The amount of snow accumulated each year is highly variable (in agreement with the weather data discussed in Chapter 10.1.1).

It is also seen, that the snow/ice is ‘warm’ with a surface temperature of 0(C, and the lowest measured temperatures, -14(C occurring at depths above six m.  

8.7 Data Gridding and Merging

The gridding/merging of various elevation data types is straightforward, provided data are checked and calibrated for systematic errors. When this is the case, a collocation / Kriging prediction technique may be applied. An a priori standard deviation is assigned to all data, and predicted values (s) are obtained from a vector of observations (x) by
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Where C is the covariance matrix of the elevations, and D the associated noise matrix (assumed diagonal). 

In the implemented scheme (based on GRAVSOFT program GEOGRID, cf. Tscherning, C.C., R. Forsberg and P. Knudsen, 1992( an efficient quadrant search algorithm is utilized, and only a set of closest neighborhood points used in the actual prediction, giving the capability to handle very large data sets by this method. As covariance model a second-order Markov model
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is used, where d is the spherical distance between two points. Correlation lengths, typically around 10 km, and variances are empirically scaled from the data. If the data have systematic errors, such data can also be handled by the collocation methods by either estimating such parameters along with the gridding process, "least squares collocation with parameters", or - more operational - pre-estimating trends between different data sets in a least-squares collocation "draping" technique.
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Figure 8.7.1: DEM covering the Geikie Plateau. Data from airborne laser altimetry and spaceborne SAR interferometry. Elevations given as ellipsoidal heights.

The DEM covering the Geikie Plateau (see Figure 8.7.1) is based upon data from static GPS, airborne laser altimetry and SAR interferometry. The DEM has a grid spacing of 100x100 m. In some areas large jumps in elevation can be seen. These are caused by the unwrapping procedure not being able to determine the absolute phase in this region of the interferogram. 

8.8 Glaciological Study

We now have the information required to investigate the modified flow model (see page 7) available, i.e. the surface flow, the surface gradient and the thickness. We assume that 

· The ice cap is stationary (i.e., not sliding over the base) so the velocity at the bedrock is zero.

· The ice cap can be observed as a continuum.
· The ice thickness variations are sufficiently small so that hydrostatic pressure is maintained.
· The changes in velocity are so slow that we can ignore the inertial forces (static equilibrium).
· The ice will always flow in the direction of the largest surface slope, even if the slope of the base is negative. [Reeh, N. and W. Dansgaard, 1976]
In the region where we have the full surface velocity available from GPS we can estimate a ‘flow parameter’ incorporating all the constants described on page 7, i.e. 
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Where
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Here, n is assumed equal to 3, while the flow parameter, A, shape factor, B, density, (, and gravity, g, are assumed constant. 

We can determine the surface slope, (, from the DEM, the velocity, us, from the GPS data and the ice thickness from the GPR grid. The estimates of the composite ‘flow parameter’ C are given in Table 8.8.1.

Site
C [m-3s-1]

East
1.11 10-5

North
1.28 10-5

South
2.30 10-5

West
1.24 10-5

Table 8.8.1: Estimated flow parameter.

We see that the C’s estimated at the East, North and West site are comparable, while the estimate at South is twice as big. The reason might be that the flow at this site is governed by different processes. The South site is at a lower altitude and the surface properties differ significantly (higher temperatures, lower precipitation ( denser snow, lower accumulation, see section 10.2). 

Nevertheless, it seems like we are able to obtain some sensible results although our ice model does not really suit Geikie.

The highly irregular shape (horizontally) and varying thickness of the ice cap makes it doubtful whether the simple flow model would work for the entire extent. However, a two-dimensional flow model might work on the eastern part, where the ice spreads out from a long ridge. Unfortunately, we do not have any ground-truth in this area – an extended strain net following the ridge
 would definitely give some interesting results.

The variable precipitation, and thereby accumulation (both intra- and inter-annually – see section 10.1) is also likely to muddle the picture.

9. Comparisons

The most exciting phrase to hear in science, the one that heralds new discoveries, is not 'Eureka!' (I found it!) but 'That's funny....'.

 – Isaac Asimov

In the following sections, the results obtained by the various techniques will be compared and evaluated.

9.1 DEMs

9.1.1 Airborne SAR and Static GPS

The DEMs are calibrated by XTC but for an additive constant, however, a satisfactory absolute elevation was obtained without any subsequent adjustments. This is because the XTC was used as a supplement to a prior calibration based on the sea surface included in the Center track (see Figure 7.2.5). It follows that the corner reflectors mentioned in Chapter 7.2.1, have not been used to calibrate the InSAR DEMs. Instead, they have been used to evaluate the results. In Table 9.1.1, the differences in meters between the reflector elevations measured by SAR and GPS are given.

Track \ Reflector
North
East
South
West

West
-0.09
N/A
N/A
-0.26

Center
-0.26
0.93
1.90
-0.009

East
N/A
-0.31
-0.58
N/A

Table 9.1.1: Comparison of SAR and GPS corner reflector elevations (year 1997).

The relatively large discrepancies within the Center track (at the East and South reflectors) seem to be caused by a significant drift of the EMISAR system, as indicated by the differential DEMs and the phase calibration curves (see Figure 8.1.3). Besides that, the agreement is generally good.

9.1.2 SAR and Airborne Laser Altimetry
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Figure 9.1.1: Contour plot of EMISAR signal penetration depths.

A large bias is apparent in the airborne SAR, apparently relating to the penetration of radar waves into the subsurface media. In Figure 9.1.1, the geographical distribution of the biases/penetration depths is shown. These estimated penetration depths correspond well with the corner reflector analysis in section 8.1. 
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Figure 9.1.2: Penetration depths of the EMISAR signals as a function of elevation.

In both Figure 9.1.1 and Figure 9.1.2, we clearly see that penetration is correlated with elevation. At elevations below 2000 m, we observe shallow penetration (virtually no bias), and a nearly 10 m bias above 2100 m. 

This corresponds well with the change in backscatter processes with elevation. At lower elevations, we have the wet-snow zone where there is virtually no penetration due to the presence of liquid water on the surface, resulting in specular reflections at the surface (see section 3.2.2.2). 

At higher elevations, there is the percolation zone, where the signal will penetrate the surface until a sufficiently large change in dielectric properties is encountered. This will usually occur at a melt layer (but not necessarily the first) or the like. One might argue, that the top of the Geikie ice cap is at an elevation corresponding to the transition zone between the percolation and dry-snow facies, so that we observe the gradual change between predominant sub-surface backscatter and volume scattering. However, it would require polarimetric SAR data to determine the type of dominant backscatter.

In Table 9.1.2, the results of the comparison between laser altimeter profiles from 1997 and the 1997 EMISAR DEM / 1995-96 ERS-1/2 SAR DEM respectively are shown. The comparison was carried out over the area where all the data sets were represented.

X-over analysis
Mean [m]
Std. dev. [m]

1997 Laser-laser (144 cross-overs over ice)
-0.01
0.65

1997 Laser-airborne InSAR(over ice)
7.06
4.67

1997 Laser-airborne InSAR (over ice, above 2100 m)
9.89
1.90

1997 Laser-spaceborne SAR interferometry (over ice)
-3.48
13.75

Table 9.1.2: Comparison or airborne laser altimetry and air-/ spaceborne SAR interferometry.

Contrary to the EMISAR case, the bias between the ERS-1/2 SAR DEM and the laser profiles is not caused by penetration of the signal. The ERS-1/2 SAR signal will penetrate the surface as well, but by the use of tie points on the surface, the SAR DEM has been shifted so that the best possible overall fit with the surface at the given tie points is ensured. Rather, the bias is primarily caused by the facts that:

· The comparison was carried out over a subset of the SAR DEM. 

· Selected data from the 1996 laser altimeter profile were used as tie points, so any bias between the 1996/97 laser altimeter data will be reflected in the present comparison. Here it should also be noted, that the used laser altimeter points did not have the proper IMU corrections applied to them, so a re-computation with the new laser altimeter points should give a better result.

Another issue is residual tropospheric effects (the G3 flies at 41000 ft, and ERS-1/2 at almost 800 km during acquisitions). Additionally, the ERS-1/2 SAR signal travels through the ionosphere, so ionospheric artifacts are expected as well.

In general, the standard deviation of the ERS-1/2 SAR DEM lies well within the expected range when no averaging of independent data sets is possible.

9.1.3 Airborne Laser Altimetry and Surface Kinematic GPS Derived Elevations

In Table 9.1.3 we can see the results of the cross-over analysis of the three data sets covering the CNP runway. 

X-over analysis
Mean [m]
Std. dev. [m]

Runway GPS vs. Runway GPS 1996 (truck)
.01
.12

Runway GPS 1996 vs. laser altimetry 1996

0.16
0.15

Runway GPS 1996 vs. laser altimetry 1997
0.16
0.25

Table 9.1.3: Evaluation of the results obtained by kinematic GPS on the ground and airborne laser altimetry.

The GPS data from the runway survey are self-consistent and the biases agree well with the airborne surveys.

9.2 Surface Velocity Field

9.2.1 GPS and InSAR Velocities

It is important to note that the two estimated velocity ‘fields’ originates from very different data sources:

· The static GPS measurements were only performed once a year (with approx. 10 months in between). The missing months will cause underestimates of the pole movements. Additionally, only a limited set of samples is available (five).

· The interferograms are formed with one day in between (one pair in September 1995, one in January 1996 and two in February 1996). The surface velocities have to be sufficiently large in order for them to be measurable. Here we have a large set of samples - basically covering the entire ice cap.

In Table 9.2.1, the two sets of velocity estimates are compared.

Site
1996 Coordinates
SAR velocity
GPS velocity
Diff.


Lat. [(]
Lon. [(]
(vtot( [m/year]
(vtot( [m/10 months]


East
69.93373
-25.38094
5.31
10.03
-4.72

North
69.98697
-25.52310
1.09
3.33
-2.24

South
69.88528
-25.53801
12.13
16.40
-4.27

Top
69.93645
-25.52982
0.40
1.52
-1.12

West
69.93836
-25.67828
13.64
10.60
3.04

Table 9.2.1: Comparison of velocities determined from SAR interferometry and changes in aluminum pole coordinates. The first SAR velocity (at the East site) is derived from both ascending and descending data, while the rest are derived from only descending data.

At the East site, the SAR velocity was extracted from the original VFM (derived from both ascending and descending data), while the SAR velocities at the other sites are from the second VFM (velocities projected onto the surface gradient vector). We see that the second set of estimates is actually closer to the GPS estimates. A reasonable explanation is that the baseline estimation error for the ascending data set is large because all the tie points are lumped together in a small part of the image [Joughin, I., R. Kwok and M. Fahnestock, 1996]. This will only affect the VFM formation and not the DEM generation - only descending data have been used for that.

It is important to notice, that the surface velocities are generally so low (in the order of mm to cm per day) in these interior parts of the ice cap, that they will be below or close to the noise level of the 1-day repeat SAR data (the wavelength is 5.6 cm). The results should therefore be used with caution.

In addition to that, we have assumed that the surface velocity vectors are perpendicular to the normal of the surface, in order to make the SAR VFMs. As discussed in Chapter 2, this is only the case at the equilibrium line. Geikie is too small and irregular for this assumption to work well.

10. Discussion

The liberty of discussion is the great safeguard of all other liberties.

– Macaulay. 

10.1 Meteorological Conditions During Acquisition of Data

It is relevant to consider both the intra- and inter-annual climatic variations since they will mask the long-term climate changes. The Atlantic Ocean north of 65(N is in a climatic sense a very dynamic region due to its location between the Arctic climate regime and the Mid-latitude westerlies. The regional climate of East Greenland is strongly affected by the North American landmasses and especially the Greenland Ice Sheet, as well as the North Atlantic.

However, the region around Geikie is not densely populated (by far) so the number of meteorological stations is limited. Weather observations are available from the CNP airfield, but mainly from the Danish Meteorological Institute (DMI) operated weather station in Scoresbysund (WMO-ID 04339) at sea level (both approximately 150 km away towards the NE, see Figure 7.2.3). Of the two stations, the latter is assumed to be the most accurate since there are big gaps in the CNP data. 

It is important to note that the weather conditions here are not necessarily similar to the conditions at Geikie (different elevations and localities). The CNP data are thought to be of least resemblance because of the protected location of the airfield. Therefore, one has to be careful about interpretation and extraction of information about the physical environment at higher elevations based on data from models and stations at sea level

However, we can only make use of the information available, so the analysis of the meteorology 1993-98 at Geikie is based on 

· Climatology

· Output from meteorological models (National Oceanic and Atmospheric Administration - Cooperative Institute for Research in Environmental Sciences (NOAA-CIRES) Climate Diagnostics Center)

· Observations recorded every three hours in Scoresbysund

The maximum elevation of Geikie Ice Sheet is about 2200 meters above sea level. Three months averages of sea level air pressure (SLP) and 700 hPa geopotential height
 have been calculated for identification of major patterns of the atmosphere during the year 1994-1997 and compared with average conditions in the 1979-97 (see Figure 10.1.1 and Figure 10.1.2). 
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Figure 10.1.1: Annual average (1994-97) and January-August average 1998 of the sea level air pressure. It is fictive over central parts the Greenland Ice Sheet (more than 3000 meters above sea level and surface air pressure about 600-650 hPa) and is based on the physical conditions at higher levels. Courtesy of NOAA-CIRES/Climate Diagnostics Center.
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Figure 10.1.2: The 700 hPa geopotential field. It is fictive over central parts the Greenland Ice Sheet (more than 3000 meters above sea level and surface air pressure about 600-650 hPa) and is based on the physical conditions at higher levels. Courtesy of NOAA-CIRES/Climate Diagnostics Center.

The level of 700 hPa corresponds to altitudes of 2700-2800 meters, depending on the surface pressure and average temperature of the air column above. Further, geopotential heights roughly reflect the dominant winds at levels with constant air pressure. In this case, the 700 hPa geopotential was believed to represent the conditions near the top of Geikie
. 
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Figure 10.1.3: Precipitation at Scoresbysund. The marine bars indicate monthly averages (January 1993 – December 1998) while the purple bars indicate annual averages (January-December). Data courtesy of DMI. 

Monthly observations of precipitation at the weather station in Scoresbysund have been investigated (see Figure 10.1.3) and these have been compared with the output from numerical weather models.

10.1.1 Normal Climatic Conditions at Sea Level and at 700 hPa

The atmospheric surface circulation at high latitudes at the Northern Hemisphere shows some characteristic features for the North Atlantic and Arctic Ocean at annual time scales. A low-pressure cell located near Iceland and a high-pressure cell over Greenland, northern Canada and the Arctic Ocean (in Figure 10.1.1 the cells can clearly be seen, they have the same approximate location from year to year, only the intensity varies). 

Due to cooling of the atmosphere over land and ice covered areas at high latitudes and large horizontal temperature gradients, the Iceland Low is normally intense during winter reflecting the dominant tracks, frequency and intensity of synoptic scale weather systems. During summer, the temperature and pressure gradients are weak on average, however, significant weather systems are observed from time to time, but normally following various tracks and less intense than in winter.

The circulation in 700 hPa is completely different from the surface circulation. Normally the altitude of the 700 hPa level varies about 180 meters over East Greenland, primarily due to the variations in surface pressure and air density caused by temperature. The 700 hPa level is not horizontal and the slope and direction roughly indicate the physical structure of the atmospheric circulation at this level. 

Vertical air motion related to trough and ridge structures in the atmosphere that also influence precipitation was also examined, however, orographic effects due to the mountainous characteristics of East Greenland have only been considered briefly. Air masses arriving at Geikie from south and east are expected to contain more water vapor than colder/drier air masses from other directions.

The meteorological conditions at sea level and at 700 hPa (1994-1998) were analyzed and expected precipitation at Geikie is based on interpretation of available observations and weather model output (see Table 10.1.1).

Season
Average
1994
1995
1996
1997
1998

Jan-Mar
High
High
Medium
High
High
High

Apr-Jun
Low
Low
Low
Low
Low
Low

Jul-Sep
Low
Low
Low
High
Medium
Low

Oct-Dec
Medium
Medium
Medium
Medium
High
Medium

Table 10.1.1: Expected seasonal precipitation at Geikie.

The conditions in 1994, 1995, first halves of 1996 and of 1997 were expected to be close normal conditions. The last halves of 1996 and 1997 were not typical, expected to have more precipitation than usual, especially 1996, at Geikie. The shallow ice core (discussed in Chapter 8.6) showed similar results, with the accumulated snow in 1996-1997 being significantly larger than the previous years (even considering the snow ( firn compaction). 

It is important to notice that these results are based on averages so that significant, isolated weather events may be filtered out. For a more thorough investigation, the study of daily optical satellite data (such as NOAA-AVHRR) would have to be included. Thereby, it would be possible to determine whether weather systems causing precipitation at Scoresbysund would cover Geikie as well.

Another factor to take into consideration would be the temperature conditions at the 700 hPa level. The surface temperatures at Geikie would both influence the amount of precipitation as well as summer melting.

10.1.2 ERS-1/2 SAR Case Study
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Figure 10.1.4: NOAA-AVHRR CH4 (infrared) images with marked coastlines. Images courtesy of DMI.

Here we investigate the corresponding optical data (NOAA-AVHRR CH4 (infrared)) in order to determine possible causes of the temporal decorrelation of the ERS-1/2 InSAR images discussed in Chapter 8.2
Figure 10.1.4 shows a mosaic of four different NOAA-AVHRR images acquired at noon on the same days that the four ascending scenes were acquired.

It can be seen that the sky is clear over Geikie January 7. January 8 it was overcast and, since it was snowing in Scoresbysund in the evening of the 7., it is very probable that it was snowing on Geikie as well (regional cloud cover). February 11 the sky is fairly clear and we can see catabatic winds as dark “tongues” in for example the Gåsefjord (the southern-most sub-fjord). Therefore, the surface winds are strong. February 12 we can see that it is getting cloudy and in Scoresbysund, the snow was falling in the late afternoon (after both the ERS-1/2 SAR and the NOAA-AVHRR data were acquired). Knowing that the February 11-12 pair does not correlate very well, we can deduct that it is probably the strong surface winds
 February 11 that is the cause. Significant amounts of precipitation will also cause decorrelation so we have to conclude that the amount of precipitation (if any) January 7-8 was small.

10.2 Surface Conditions

Because of the highly variable climatic conditions (both intra- and inter-annually), the surface conditions and accumulation at Geikie vary greatly as well (spatially and temporally). Unfortunately, we only have in-situ observations over a limited area (around summit where we have carried out static GPS measurements and erected corner reflectors). The following observations are based upon information from these sites.

On the southern slope of the ice cap, the high incidence angle (close to 90 degrees) for solar radiation makes the melting more severe than on any other parts of the ice cap. For two consecutive years the uppermost part (approx. 1/3 – 2/3) of the South site corner reflectors, put up the previous year, was still above the surface.

In July 1997, the snow was only wet at the South site, while in August 1998, the surface temperature was around or above 0 (C
, i.e. the snow was thawing, at all sites. Frequent melt layers, as seen in the shallow ice core (see Figure 8.6.1), indicate that surface melting occurs on a regular basis. Additionally, the melt layers are felt as hard obstacles when the aluminum poles are forced down in the snow. At the South site, the year layers also appeared to be thinner as experienced during the pole erection.

These varying conditions have to be taken into account when the data from the different sensors are evaluated.

10.3 Laser Altimetry Issues

The laser altimeter is an optical sensor, and thus influenced by general weather conditions (cloud cover, water vapor content).

The laser altimeter signal does not penetrate the surface, per se, but the signal might be better from a wet surface (when the snow is loose and dry the individual snow grains will influence the signal so some extend).

The footprint estimation is dependent upon the GPS solution and the inclinometer/IMU measurements. So, if either of these are corrupted one way or another, the resulting footprint is going to be poorly estimated as well.

In order to obtain a high success rate, it would be advisable to carry out laser altimeter measurements at Geikie in the period when the chance of precipitation is generally assumed low (April-June, see Table 10.1.1). Only the 1997 campaign was carried out within that period (June), while the 1996 campaign took place in July and the 1998 campaign in August. In fact, the 1998 campaign was troubled by poor weather conditions and no laser altimeter data were obtained.

10.4 Static GPS Measurement Issues

Static GPS measurements are by far the most accurate technique but there are still some issues that have to be addressed. Here we will only mention the problems that are related to ice caps/sheets:

The fact that the observed surface is not solid makes precise antenna height measurements hard to obtain. By erecting an aluminum pole, the observable is already changed because the flow pattern of the surface winds is altered
 - it is not possible the re-position the undisturbed snow surface. The resulting snowdrifts can be of such an extent that it is not possible to determine de deviation by the naked eye.

The surface can be altered in other ways, for example when the pole is erected – during the struggle to knock the pole down through a couple of hard melt layers, the original surface might be destroyed by some thoughtless footprints. Additionally, the antenna height measurement it self is also difficult, because there are no fixed points on the surface to relate to. Therefore, the measurement is highly dependent upon the person because it is a matter of personal preference.

The aluminum pole vibrates, especially when the antenna plane changes the surface area exposed to the wind. This results in short wavelength noise that can be eliminated if the measuring time is long enough  - but time constraints might prohibit that. 

The aluminum pole moves with the surface flow, but severe storms might also bend the pole or alter the position in other ways
. An extremely bent poles was experienced at Geikie (it was buried completely by snow and bent almost down to the horizon) but also at NGRIP some poles was so skew that it was difficult to place the antenna horizontally. 

Other factors will also influence the results. Such as: The positioning of the poles has taken place at different times of the year (approx. month), i.e. the velocity estimates does not exactly reflect annual changes
SAR Interferometry Issues

When it comes to glaciers, the InSAR technique does not yield a measure of the true surface topography but rather that of a surface
 below the air/snow boundary. The surface observed by different sensors (air- or spaceborne) would not be the same since the penetration depth depends upon wavelength among other factors. When we use geodetic tie points to solve the ambiguity we actually assume, that this surface is an identical copy of the true surface that has merely been shifted vertically.

The weather changes rapidly (indicating surface changes) so two consecutive SAR images are not likely to be highly correlated. In fact, some of the obtained ERS-1/2 scenes are not very well correlated. Unfortunately, there are not any other useful scenes covering the ice cap.

The yearly surface displacement (flow) of the ice cap can not be accurately extrapolated from four one-day interferograms in the slow moving parts of the ice cap because of a low SNR. 

Like standard GPS processing software, InSAR software should incorporate some sort of ionospheric and tropospheric corrections
. Both techniques work in the same range of the electromagnetic spectrum so it should be possible to get some inspiration from the GPS community. The major problem would then be to take the small-scale phenomena into consideration since most atmosphere models have a rather low resolution. In-situ GPS measurements might also be used to obtain an “atmospheric sounding”.

In case of repeat track Interferometry (RTI), the following baseline issues have to be considered:

· Short perpendicular baseline ( high displacement sensitivity, low topographic sensitivity. This intrinsic feature has to be taken into account in areas where no data with long baselines are available. The generated DEMs will consequently be of a low quality, especially if the displacement component is not fully removed.

· Long perpendicular baseline ( low displacement sensitivity, high topographic sensitivity. This intrinsic feature has to be taken into account in areas where no data with short baselines are available. The generated VFMs will consequently be of a low quality, especially if the topographic component is not fully removed.

· Short temporal baseline ( In areas with slow displacements, the displacement SNR will be low so the VFMs will be very noisy.

· Long temporal baseline ( extensive decorrelation due to significant surface changes.

11. Conclusion

No pessimist ever discovered the secrets of the stars, or sailed to an uncharted land, or opened a new heaven to the human spirit. 

– Helen Keller.

In general, it might be stated that Geikie represents a major challenge to the applied techniques due to the steep slopes of the surrounding mountains. Neither laser altimetry nor SAR interferometry works well in extremely undulating topography. A test site with more smoothly varying terrain might have been a more obvious choice when it comes to evaluation of various remote sensing techniques. However, Geikie still worked well as a test site – if a technique works here, it will probably work elsewhere too. Furthermore, this project brought about a major improvement to the existing DEM of Geikie – Geikie was hitherto one of the most poorly mapped regions of Greenland.  

Three years is definitely too short a period to enable detection of any long-term climate related surface changes. Nevertheless, it was sufficient to assess and evaluate the various techniques.

The most feasible way to obtain high-accuracy elevation data over all types of ice (spaceborne radar altimetry only works within a limited range of surface slopes) is to use a small aircraft, such as a Twin Otter, equipped with GPS receivers, an IMU and a laser altimeter. By adding a GPR to the setup, also bedrock topography can be monitored - this would be another valuable input to glaciological models. We have seen that a repeatability within the decimeter range can be expected.

Some important issues to be addressed in the future:

· The next couple of years, the acquired GPS data will be significantly more noisy due to the upcoming sunspot maximum (estimated to occur this year).

· Consistent time tagging is of great importance. In 1998, the system was improved so that the GPS data were used to tag all the various data types.

· A scanning laser would provide samples within a swath across the ground track, thereby providing better coverage. This would of course complicate the geometrical footprint estimates so new software would have to be developed.

· An improved success rate might be the result of field campaign planning according to local precipitation predictions (i.e. do not expect to use a laser altimeter during the monsoon period in Asia…). 

· A backup radar altimeter would ensure data collection during days with ground fog/low cloud cover.

· The aircraft should fly as low as possible if GPR measurements are intended. The surface elevation should be estimated by laser altimetry, so only the ice thickness need to be determined by GPR

ERS SAR interferometry is useful in areas with poor DEM coverage or when the required resolution (in elevation) is in the order of 10-100 m (dependent upon the undulations of the observed area). Currently, no available air- or spaceborne SAR can give the accuracy in elevation required for observing subtle climate related elevation changes of the ice sheets.

It is possible to obtain a good quality ERS-1/2 SAR DEM without the use of tie points on solid ground. This is of particular interest in regions (such as the interior parts of the main Greenland ice sheet) where no outcropping bedrock exists. Further improvements of the Geikie ERS-1/2 SAR DEM are expected with the use of properly corrected laser altimeter tie points.

The EMISAR data can be correctly geo-referenced without the use of corner reflectors. Instead, the reflectors can be used to assess the penetration depth of the SAR signal over a given region.

In the near future, SAR interferometry could prove to be of immense importance to monitoring of climate related elevation changes. However, it will be necessary to address the following issues:

· The need for atmospheric models in SAR processing. We must be able to eliminate the ionospheric and tropospheric artifacts without averaging of many SAR DEMs. By averaging SAR DEMs from various seasons/years, intra- and inter-annual surface changes are masked as varying atmospheric conditions.

· The need for identification of scattering mechanisms dominating SAR returns in various snow zones. Here, polarimetric SAR provides promising means of differentiating between direct backscattering and volume scattering.

· The need for identification of the penetration depth of the SAR signal in various snow zones. Since the incidence angle in most cases are greater than zero (following that the view angle is greater than zero), the penetration depth will be significantly less than that of a GPR operating at the same frequency. 

The penetration depth is highly dependent on the stratification. Ice lenses, melt layers, etc. will act as boundary layers where the incoming signal will be scattered back.

· The need for longer repeat periods of spaceborne SAR platforms. The 1-day repeat of the ERS-1/2 tandem-mode is too short to detect slow surface movements. Unfortunately, the early ERS-1 ice-mode data (3-day repeat) are plagued by high ionospheric activity (sunspot maximum).

Additionally, the monitoring of receding/advancing snow facies by observation of changes in SAR backscatter intensity can be a useful supplement to other sorts of data.

We have seen that the penetration depth of the EMISAR signal is highly elevation dependent with no penetration at elevations lower than around 1900 m, while the penetration depths at elevations higher than 2100 m are close to 10 m. The difference is assumed to be caused by different backscatter signatures – the lower part must be in the wet-snow zone while the higher part must be in the percolation zone.

Significant inter-annual variations in elevation were observed by both repeated static GPS measurements on the surface and airborne laser altimetry. Therefore, it is difficult to assess whether or not Geikie is in steady-state. It is important to notice that these variations are caused by short-term variations in the local climate and not long-term global climate changes.  

Apparently, a simple flow model is applicable and it could be used to estimate surface flow velocities in areas where no repeated static GPS measurements are available. However, this should be done with extreme caution!

In order for us to create a reasonably accurate glaciological flow model, we need more information about Geikie:

· We do not have a bedrock elevation model with a sufficiently high resolution. The tracks are not dense enough, and the footprint of the radar is too large to detect all the small-scale variations.

· We do not have knowledge of the geographical distribution of the accumulation. This could either be acquired by extensive ice core drillings or repeated GPS measurements.
· A larger strain net. An extended strain net following the ridge in the eastern part of the glacier (a pole on the top and one/two on each side with a spacing along the ridge of 5-10 km.) would definitely give some interesting results. A two-dimensional flow model might even suffice here.

· A finite element analysis would probably be the best approach when estimating the flow of the entire ice cap. Thereby, the individual features (central dome, ridges, etc.) could be addressed in a sensible way.

To summarize: The fieldwork at Geikie would have to be continued in order to solve all these questions.
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13. Acronyms

AMI XE "AMI\: Active Microwave Instrument" :
Active Microwave Instrument

AVHRR:

NOAA Advanced Very High Resolution Radiometer (USA)
CIRES:
Cooperative Institute for Research in Environmental Sciences (USA)

DCRS XE "DCRS\: Danish Center for Remote Sensing" :

Danish Center for Remote Sensing (TUD)
DESCW:

Display Earth remote sensing Swath Coverage for Windows (ESA)
DEM XE "DEM\: Digital Elevation Model" :

Digital Elevation Model

DGPS:

Differential GPS 


DMI:

Denmark’s Meteorological Institute
DTED:

Digital Terrain Elevation Data
ECOGIS:

Elevation Changes Of the Greenland Ice Sheet
EMISAR XE "SAR\: Synthetic Aperture Radar:flybåren:EMISAR" :
ElectroMagnetic Institute Synthetic Aperture Radar (TUD)
ERS-1 XE "ERS-1" /2 XE "ERS-2" :

European Remote Sensing satellite no. 1 & 2 (ESA)
ESA XE "ESA\: European Space Agency" :

European Space Agency 

GAP:

Greenland  Aerogeophysics Project
GCM:

Grand (or Global) Circulation Model
GLAS:

EOS Geoscience Laser Altimeter System (USA)
GRIP:

GReenland Ice core Project

GPR XE "GPS\: Global Positioning System" :

Ground Penetrating Radar

GPS XE "GPS\: Global Positioning System" :

Global Positioning System

h/w XE "SNR\: Signal to Noise Ratio" :
hardware XE "Signal/Støjforhold " \t "Se SNR\: Signal to Noise Ratio" 
ICESat:

Ice, Cloud and land Elevation Satellite
IMU XE "INS\: Inertial Navigation System" :

Inertial Measuring Unit

INS XE "INS\: Inertial Navigation System" :

Inertial Navigation  System

INU XE "INS\: Inertial Navigation System" :

Inertial Navigation Unit

InSAR XE "InSAR\: Interferometric Synthetic Aperture Radar" :

Interferometric Synthetic Aperture Radar

ITRF XE "InSAR\: Interferometric Synthetic Aperture Radar" :

International Terrestrial Reference Frame
KMS:

Kort &  Matrikelstyrelsen (National Survey and Cadastre – Denmark)
LA:

Laser Altimeter
NASA/JPL XE "NASA\: National Aeronautics and Space Administation:JPL\: Jet Propulsion Laboratory" : 
National Aeronautics and Space Administration / Jet Propulsion Laboratory (USA)
NGRIP:

North GReenland Ice core Project

NIMA XE "NASA\: National Aeronautics and Space Administation:JPL\: Jet Propulsion Laboratory" : 

National Imagery and Mapping Agency , former DMA (USA)
NOAA:

National Oceanic and Atmospheric Administration (USA)

OTF:

On-The-Fly positioning (GPS)
RA:

Radar Altimeter
Radar XE "Radar" :

Radio detection and ranging

RADARSAT XE "RADARSAT" : 
RADAR SATellite (Canada)
RDAF:
Royal Danish Air Force  (Denmark)
RMS:
Root Mean Square

RTI:
Repeat Track Interferometry
SAR XE "SAR\: Synthetic Aperture Radar" :
Synthetic Aperture Radar

SNR XE "SNR\: Signal to Noise Ratio" :
Signal to Noise Ratio XE "Signal/Støjforhold " \t "Se SNR\: Signal to Noise Ratio" 
s/w XE "SNR\: Signal to Noise Ratio" :
software XE "Signal/Støjforhold " \t "Se SNR\: Signal to Noise Ratio" 
TUD:
Technical University of Denmark
UC XE "CR\: Corner Reflector" :
University of Copenhagen
UTC:
Universal Time - Coordinated
VFM:
Velocity Field Model
WGS84:
World Geodetic System of 1984

XTC:
DCRS calibration s/w
















� The physical properties of the ice vary with altitude and temperature and this will be reflected in the return signal, which in turn will exhibit different characteristics at various locations. 


� The dielectric properties (wetness and conductivity) and variations in geometric properties (roughness, grain size and internal structure). [� REF Fahnestock_Bindschadler_Kwok_Jezek1993 \h ��Fahnestock, M., R. Bindschadler, R. Kwok and K.C. Jezek, 1993�]


� GPS operates at two frequencies within the L-band, and RA typically operates at K-band frequencies.


�  The SAR antenna onboard RADARSAT has variable view angle. The spatial baseline is generally held within a desirable range by orbital corrections. The temporal baseline can be altered by (expensive) orbital maneuvers.


� The theory still works for glaciers with a width more than ten times the thickness. [� REF Reeh_Dansgaard1976 \h ��Reeh, N. and W. Dansgaard, 1976�]


� As mentioned above, this is actually only the case at the equilibrium line.


� A is actually dependent on temperature. The only approximately isothermal glaciers are the temperate glaciers, in which the ice is at melting point. In other glaciers, the highest temperatures, and thus the highest values of A, are found in the basal layers. The shear deformation is therefore more concentrated near the base than it is in temperate glaciers. [� REF Paterson1994 \h ��Paterson, W.S.B., 1994�]


� B=1 corresponds to the infinitely wide cross section. In [� REF Reeh_Dansgaard1976 \h ��Reeh, N. and W. Dansgaard, 1976�] a whole range of  form factors have been tabulated.


� InSAR: Interferometric Synthetic Aperture Radar


� The signal is sinusoidal.


� Phase measurements benefits from the fact that radars operates at extremely high frequencies. If a radar for example works at a frequency of six GHz, the signal will travel at the speed of light (approximately) for only five cm during the small amount of time the wave takes to complete one oscillation. Thus, the measurement of phase provides a way to gauge the distance to a target with centimeter, or even millimeter, precision.


� In the original interferogram, the phases are only known within the phase cycle of 2( ((measured=mod((, 2(), i.e. two objects, whose range differs by whole a number of wavelengths will have the same phase. The phase unwrapping procedure determines the number of phase cycles that has to be added in order to turn the phase measurements in to elevation estimations. 


� Like a pair of stereoscopic aerial photographs, two radar images obtained from slightly different perspectives will contain differences that are caused by variations in the elevation of the land surface. 


� An ellipsoid or a plane for example. As seen in � REF _Ref470082403 \h ��Figure 3.1.1�, we have chosen a reference ellipsoid.


� Here the far-field approximation is used, implicating that the look angle is considered equal for the two antennas. [� REF Hanssen1998 \h ��Hanssen, R., 1998�]


� Speckle: The SAR receives return signals from all the elements (snow flakes for example) within a n apparently homogeneous surface. This results in a grainy texture of the SAR images (salt-and-pepper).


� This emphasizes vertical displacement relative to horizontal displacement in the case of ERS-1/2. [.� REF Joughin_Winebrenner_Fahnestock1995 \h ��Joughin, I., D.P. Winebrenner and M. Fahnestock, 1995�]


� This is only true at or near to the equilibrium line of the glacier (see section � REF _Ref472633166 \r \h ��2.2�). In general, ice does not flow parallel to the surface. Instead, ice flow is inclined slightly downward from the surface in the accumulation zone and slightly upwards in the ablation zone (areas of net ice loss).


� Due to system imperfections, atmospheric disturbances, etc., more than the minimum of four tie-points is needed, in particular when long strips are processed. Tie-points with known velocities are easily obtained in mountainous coastal areas, but are usually very difficult to obtain in the interior of an ice sheet. [� REF Mohr1997 \h ��Mohr, J.J., 1997�]


� Since the term ‘Velocity Field Model’ occurs frequently in the following chapters, the acronym VFM will be used instead.


� Transmits and receives vertically polarized signals.


� The receivers, that were used, only had the capability to collect data from GPS satellites.


� 21 primary and 3 active spares.


� This poses a problem in the Polar Regions where the resulting satellite geometry, as observed from the ground, is less than ideal. This results in a poor Vertical Dilution Of  Precision (VDOP) while the Horizontal Dilution Of Preciesion (HDOP) is unaffected.


� The navigation message contains, among other items, the ephemeris data describing the position of the satellite and the predicted satellite clock correction terms.


� P means precision or protected.


� C/A means clear/acquisition.


� AS entails encryption of the P-code., i.e. use of a protected code named Y-code.


� SA is effected through satellite clock dithering and broadcast orbit ephemeris degradation.


� The Trimble 4000 SSi receiver has 18 channels and can therefore collect data from nine satellites simultaneously (some of the older versions only have 12 channels). For the Ashtech Z-Surveyor the numbers are 24/12. In the Polar regions, more than nine satellites are commonly above the horizon.


� The propagation velocity is dependent upon the media, i.e. the conditions in the iono- and troposphere.


� The relative motion of the satellite and the receiver causes the frequency to be Doppler shifted.


� This will typically occur when some of the satellites go under the horizon.


� Some would also call this differential GPS due to the fact that the technique makes use of single-differences. This should not be confused with the type of differential GPS (DGPS) that involves real-time application of corrections.


� The first one  is commonly known as the wide lane combination, while the second as the narrow lane combination. 


� Real-Time Kinematic (RTK) GPS is getting increasingly popular (both in surveying and other fields). For many purposes, the acquired accuracy is sufficient.


� The broadcast ephemerides are predicted and can additionally be affected by SA degradation.


� Indicating, that the Nk’s are floating point reals.


� The static initialization is used to determine the ambiguities.


� The number of sunspots varies with an approximately 11-year cycle. The previous sunspot maximum was in 1990, the minimum  in 1996 and the next maximum is expected in 2000. [� REF Hathaway1999 \h ��Hathaway, D.H., 1999�]


� In [F.K. Brunner & P. Tregoning, 1994] they show that in-situ atmospheric measurements do not improve the results.


� The laser footprint is generally small (in the order of some dm) at the used cruise altitude and can therefore be considered to be a single point in space.


� In 1996 a dual-axis accelerometer and in 1997-98 an Inertial Measuring Unit (IMU).


� The wavelength will be larger than the size of the scattering water bodies. Unfortunately, the resolution is seriously limited by the long wavelength of the signal.


� A low frequency will also increase the penetration depth. However, if the frequency is too low, the measurements can be disturbed by interference from short wave radio stations. [� REF Gudmandsen1970 \h ��Gudmandsen, P., 1970�]


� These and the following numbers are given for the 60 MHz system from TUD. Other dipole systems would display similar trends.


� The propagation velocity is much lower in ice than in air so the wave passes through less ice in a given period of time.


� A Twin Otter fitted with skis has a cruise speed of about 240 km/h.


� The EMISAR was also planned to collect data over Geikie in 1996, but a tragic accident involving one of the three Royal Danish Air Force (RDAF) Gulfstream G III jets prohibited that


� An International Terrestrial Reference Frame 1994 (ITRF-94) coordinate was calculated in 1996. The antenna height will vary with temperature (thermal expansion). But all measurements took place at the same time of year so the effect is negligible.


� The local reference was the first pole to be positioned that year. A GPS receiver would then be logging data continuously during the period of time within which the remaining poles would be positioned. Then the Twin Otter would return to the fist pole to collect the GPS receiver.


� There is close to zero possibility of them being observable in ERS-1/2 SAR images covering the same area because the incidence angle is different.


� It was intended to be complete it June 13, but a malfunction occurred at the local reference GPS and two sites had to be re-measured. This was done June 14 during a break in the airborne laser altimetry measurements.


� The corner reflector at the southern site was still approximately 1/3 above the surface. On the southern slope of the ice cap the high incidence angle (close to 90 degrees) for solar radiation makes the melting more severe than on any other parts of the ice cap.


� In 1998 the corner reflector from the previous year was still 2/3 above the surface. It seems sensible that the accumulation on the south-facing slope is limited by summer melting. See the discussion in Chapter � REF _Ref468796204 \r \h ��10.2�. We also notice, that the accumulation was lower than the previous year.


� Analysis of EMISAR data from the previous year revealed that the signal several meters of ice before it is reflected back. Therefore, a shallow ice core was extracted in order to obtain a density/temperature profile for the first ten meters.


� A cheap alternative to an Inertial Measuring Unit (IMU). A noisy aircraft attitude signal (only pitch and roll) can be estimated by the use of a horizontal accelerometer unit combined with GPS acceleration estimates (the influence of roll and pitch was limited was flying a draped survey at a nominally 300 ft terrain clearance).


� The IMU provided high-resolution roll and pitch so a more safe flight altitude was used.


� An old 60 MHz GPR from 1969 (made by Niels Gundestrup, at TUD at that time), modified by personnel at the TUD prior to this field season.


� This decreases both the resolution and the precision of the radar measurements


� With the use of a DEM (either from InSAR or other sources) it is possible to project this vector down onto the surface.


� Altitude of ambiguity: The elevation change that corresponds to one fringe (a phase change of 2(). As a rule of thumb, the following approximation can be used: � EMBED Equation.3  ���


� When we returned in August 1996, we found that the pole had been adopted as a windbag for the airport and a new reference pole was put up.


� Continental drift, thermal expansion, etc. was neglected due to the small order of magnitude.


� The Top pole was not re-positioned in 1998 due to lack of fuel.


� In 1996, the measurement period was only approximately 2 min., so the solution was not very accurate.


� At East, the pole erected in 1996 was re-measured in 1998.


� At North, the pole erected in 1996 was re-measured in 1998.


� In 1996, the measurement period was only approximately 2 min., so the solution was not very accurate.


� Caused by multiple reflections on the antenna feeder and the like.


� According to [� REF Budd_Carter1970 \h ��Budd, W. F. and D.B. Carter, 1970�], the dampening factor is dependent on the thickness squared.


� RTK GPS coordinates (without corrections, ~ 50 m horizontal accuracy) were continuously fed to the radar logger during the flight.


� A more precise timeline would require ( 180 measurements (determination of the temperature dependent ratio between the two oxygen isotopes 160 and 180).


� A pole on the top and one/two on each side with a spacing along the ridge of 5-10 km.


� The 1996 data were adjusted to match the bias of the 1997 data in order to avoid inconsistencies in the elevation change values and to absorb systematic errors in the GPS processing and laser mounting.


� The meteorological definition of the geopotential height is: � EMBED Equation.3  ���, where g0 is the globally averaged acceleration due to gravity at the Earth’s surface. Geopotential height is used as the vertical coordinate in most atmospheric applications in which energy plays an important role.


�  The 700 hPa geopotential field is fictive over central parts the Greenland Ice Sheet (more than 3000 meters above sea level and surface air pressure about 600-650 hPa) and is based on the physical conditions at higher levels. 


� Strong surface winds will cause snow drifting, thus altering the physical properties of the surface.


� In � REF _Ref467633914 \h ��Figure 8.6.1�, the surface temperature at the North site is shown to be 0 (C, so the temperatures are expected to be even higher at the other sites with more favorable incidence angles for solar radiation.


� This is particularly the case when there are large objects (corner reflectors) nearby.


� The damages could not be caused by wildlife.


� At Geikie, where the snow is wet, the signal will be backscattered from melt layers, ice lenses or ice pipes, while in the central regions of the Greenland ice sheet, where the snow is cold and dry, volume scattering will be predominant.


� Even in the case of airborne SAR since the aircraft will typically fly at a high altitude in order to limit turbulence.
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